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Abstract

Estimation of parameters say mean, variance, median and coefficient of variation etc. is necessary under
various studies. The bias and mean square error (MSE) of the estimator reflect the appropriateness and
usefulness of the estimator. The improvement in the efficiency of the estimator using auxiliary information
motivates the researches to suggest new estimators. Logarithmic ratio type estimator is one of the new
classes of estimators where improvement has been suggested by only few authors in the literature and hence
contribution to such estimators attempted for possible improvement in the efficiency of the estimators. In
this study, we introduced an improved logarithmic ratio type estimator for estimating the finite population
means using auxiliary information under simple random sampling scheme. The bias and mean square error
(MSE) expressions for the proposed estimator have been derived up to the first order of approximation. The
theoretical efficiency comparison has been carried out with the existing estimators. Also, the MSE and
percentage relative efficiency (PRE), results has been calculated with real data set and artificial data set
generated by using R software with bivariate normal distribution by simulation approach. The result shows
that the proposed estimator performs well as compared to the other existing estimators of this class, also
some new application areas might be explored in respect of such estimators.

Keywords: Auxiliary information, logarithmic ratio-type estimators, Mean squared error, Bias, simple
random sampling, Simulation Study

1. Introduction

In survey sampling, auxiliary information is frequently utilized to enhance the accuracy of population
parameter estimation. Ratio estimators are typically employed when a significant positive correlation exists
in the relationship between the study variable and the auxiliary variable is considered, especially in cases
where the regression line intersects the origin. Similarly, product-type estimators are suitable when there
exist a strong negative linear relationship and the regression line passes through the origin. In contrast, when
the regression line fails to pass through the origin, regression-type estimators become more appropriate.
Various scholars have contributed substantial and commendable work to this domain. Cochran (1940) first
proposed the conventional ratio estimator, marking the beginning of the use of auxiliary information in
estimation. Later, Murthy (1964) developed the classical product-type estimator. Srivastava (1967) made a
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notable contribution by introducing a power transformation estimator that generalized both ratio and product
estimators. Further progress was achieved by Bahl and Tuteja (1991), who proposed exponential ratio and
product-type estimators for estimating the population mean of the study variable, based on auxiliary
information. Further many researchers have made significant contributions to this area, several researchers,
such as Kadilar and Cingi (2004), Khoshnevisan et al. (2007), Onyeka (2012), Chauhan and Singh (2014),
Subramani and Ajith (2016), and Madhulika et al. (2017), have contributed to this field. The arithmetic
mean is seen as the basic measure of a population and is more effective in yielding precise results when the
population is homogeneous. Numerous efficient estimators for the finite population mean have been
developed over time by various researchers under simple random sampling techniques. As an illustration,
Singh and Tailor (2005) introduced efficient estimators that make uses of the recognized values of the
correlation coefficient. Kadilar and Cingi (2006) presented methods integrating the coefficient of kurtosis to
refine mean estimates, and Singh and Vishwakarma (2009) formulated a general framework for estimating
the population mean through successive sampling. Haq and Shabbir (2013) introduced an improved family
of ratio-type estimators, whereas Singh and Solanki suggested efficient class of estimators that utilizes
auxiliary information. Subramani and Kumarpandiyan (2012) proposed a modified ratio-type estimator that
utilizes the known median of an auxiliary variable. Muneer et al. (2017) developed estimators for the
population mean under both simple and stratified random sampling frameworks, incorporating two auxiliary
variables. Additionally, Izunobi and Onyeka (2019) introduced efficient logarithmic ratio and product type
estimators in the context of simple random sampling. Building on this foundation, the present study aims to
propose novel logarithmic ratio and product-type estimators that leverage auxiliary information to improve
the estimation of the finite population mean. These log-based estimators extend beyond traditional and
exponential forms, demonstrating superior performance when the logarithm of the auxiliary mean exceeds a
particular value, as supported by theoretical and empirical evidence. Cekim et al. (2020) introduced a new
family of In-type estimators for population variance estimation under SRS, highlighting their higher
efficiency under specific theoretical conditions. Yunusa et al. (2021) proposed a logarithmic ratio-type
estimator for estimating the population coefficient of variation, using log transformations.on both population
and sample variances of the auxiliary variable. Further, Zaman (2023) and Adejumabi (2023) developed
efficient logarithm-type estimators of the population mean under SRSWOR, outperforming previous
approaches. Most recently, Qureshi et al. (2024) presented two In-type estimators for estimating the mean of
sensitive study variables using auxiliary information under basic probability sampling designs.

2. Notations and terminology

Consider a finite population ¥ = {14, Y,, ..., Yy }consisting of Nunits, from which a sample of size has been
drawn using simple random sampling without replacement (SRSWOR). Let y;and x;denote the values of the
study and auxiliary variables, respectively, with population means Yand X. The coefficients of variation for
2 _

Xand Yare defined as C2 = %and C; = S} /Y2, while the regression coefficient is b = S,,,/SZ, and the
correlation coefficient between Xand Yis p = S, /(S,S,). The kurtosis coefficients of the study and
auxiliary variables are ¢,(,and ¢, . Sample variances are given by sy = (n — DY (y — y)*and
sz=m—-1)"1Y%L,(x;— %¥)* population variances by S;=N-DTIL,(Y;- ¥)?and SZ=
(N-DE, X — X)?

To derive the bias and mean squared error (MSE) for the proposed and existing estimators, we define the
sampling error terms

ey = % and e; = % , such that E(ey) = E(e;) =0, E(ef) = (1—f)/nC2%, E(e?) = (1 —f)/nC2,

and E(ege1) = (1 = f)/n pCyC,.
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3. Existing Estimators
The following discussion focuses on selected estimators from the existing literature.

1. The finite population mean ymay be estimated using the classical ratio estimator, whose
variance is given by

Var (yz)= y(¥/%) 1)

Var (Yp)=AP2[C? + C§ — 2pC,C,y ] (2)
Where, XZﬂ
n

2. Robson (1957) introduced the product estimator, which was subsequently modified by

Murthy (1964) and is presented below: ~
yp=y (/) @)

The expression for the mean squared error is formulated as:

(Fp)=MP2[ CZ + C + 2pC,Cy ). (4)
3. The regression estimator was developed by Watson (1937) is as follows:
Yre=y+b (Y — %) )

Its corresponding MSE is defined as follows:

MSE (7ge) = AP2CH(1-p?). (6)
4. The exponential ratio-type estimator, proposed by Bahl and Tuteja (1991), is given as
follows:
texp:y-eXp(%) (7)

The mean squared error (MSE) for this estimator is given by:
Y Cx 8
MSE (texp)= A2 [CF + Z = pC,C, . (8)

5. The following represents the estimator developed by Updhyaya and Singh:

S _[5 @ BaxtC)]_($Bax) 9)
YUS_[Y (Bax+Cx) ](BZx"'Cx)
The expression for its MSE is as follows.
Nz (@8N 2 ((BBax) ] (10)
MSE (us) '[(Cy * ((ﬁ2x+cx)) Cx =2 ((ﬁ2x+cx)) Plily.
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6. Kadilar and Cingi (2004) developed new classes of ratio-type estimators employing different
transformations of the auxiliary variable. An example of these estimators is:

Yeci= [V+b (Y — %)]a;, i=1...,5 (11)

Y _P+Cy _P+Baxn _PBoay+Cx
al— — az_ — y U= ’ -
X X+Cy x+,82(x)

_J’Cx'*'ﬁz(x)
4 fﬁz(x)"'cx 'S fcx"’ﬁz(x)

is the sample regression coefficient, and the values of «;are defined as follows

The bias and MSE of Yy; (i=1..., 5), to first order of approximation, are given by

Bias (Vci)~ AV C2a?

(12)
MSE (Ygci) = AV2[aj?C2 + CZ (1 - p?)]. (13)
* * X *__ X * Xﬁz(x) *_ X
Where ¢i=138,° X+Cy)’ %3 (X +B2x)’ B (XB2x)+Cx) and as= (XCx+Bay)

7. The logarithmic ratio-type estimator, proposed by lzunobi and Onyeka (2019), is given as
follows:

_ _ —[In@®) (14)
Yo=Y [ln(f)

Its corresponding MSE can be expressed as follows:

MSE (7,0 )= AP? [62 ! ) + C2

il (15)
1(¢) Z(I(w) pCC]

8. A novel logarithmic ratio-type estimator, introduced by Zaman and-Iftikhar (2023), can be
expressed as:

—SP ln(32x17j+cx) (16)
Yas=y [ln(ﬁzxf+cx) '

The terms SB,,and C,denote the kurtosis coefficient and the coefficient of variation of the auxiliary
variable.

Its corresponding MSE can be expressed as follows:

MSE(yAs)=W2[C§+C§ - — 200,y 7] (17)

4. The Proposed logarithmic Estimator:

Motivated by the work of Zaman et al. (2023), we introduce an improved logarithmic-type estimator
described as follows:

_ _ = _\q[In(aX+b)
ik 74k (8 = D[y (18)
The values of k,and k,are chosen such that the mean squared error of t;,,is minimized
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The estimator t),,can be represented in terms of sampling errors using a first-order ~ approximation,
as follows:

ty=lks ¥ (1 + ep)+ky (X — X(1 + €))] [M] (19)

In(a(X(1+e,)+b)

After subtracting Y we get from both the sides, we get,

i = 7=[0 — D)7 =2 00,7 = S ke, 7 + kyeo? 2 0 eger—kyKey +2 92X+ (20)
% }?kzelelz]

Where, 6 = a;—)jband k = In(aX + b)

By taking expectation on both the sides and taking the terms of maximum higher order up to degree
2, we get expression for the bias:

_ _ _ 2 _ _ _ _ _ 2
szeﬂ?lz]
e 2 - — R
Bias(t}y)=[(k; —1) ¥ — ;AT CZ — 2 62pC,C, T+2 X ACE] (22)

Now, squaring both the sides of (t},, — ¥) and taking expectation, we get the expression for the
MSE:

[— 2 — — . —
MSE (tam)=[(k1 — 1)2Y2+% 02V 2\C2+kZX*NCE — %chlkzxcg + k2V2ACZ - (23)
2 — ——
ZLOT2ApC, Cy+2ki ko XV MpCyCy]

Where, A= (11. - %)

MSE (%) = [(ky — 1)?A + k2B + k¥F + k5C — ki k,D + k k,G] (24)
Where,
A=Y2, B:i—z Y2\CZ, C=X?\CZ, Dz% XY\CZ, E=ALCE, F:% 6ALpC,Cy, G=2YApC,C,
Now,

By differentiating the above equation with respect to k;and k,and setting the derivatives to zero, the
optimum values of k,and k,are obtained as follows:

2A

ki= > and
L av2(c+E-F) -9
2B
2A
-z P=6)
k*: 2A+2(C+E—-F)— >B
2 2B

Using the values kjand kjthat minimize MSE, the minimum mean squared error of the proposed
logarithmic estimator can be expressed as:
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2020 _
A(r-24)*+4A2(B+F)+2- 2720 (25)

Min.MSE (t},) = e
(D-6)*

Where, T =24+ 2(C+E—F) — >

A=D -G
5. Empirical Study

This section utilizes two data sets to compare the performance of the proposed estimator with that of
existing ones. The sources and descriptive statistics are presented as follows:

Data set I: Singh and Chaudhary (1986)
Xx=Area under wheat in 1971
y=Area under wheat in 1974

N=34, n=20, P=856.4118, 1)=208.8824, p=0.4491, S,,=733.1407, C,,=0.8561, S,=150.5060,
€,=0.7205, f,,=0.0974

Data set I1: Murthy (1967)
y=output for 80 factories in a region
x=fixed capital

N=80, n=20, P=51.8264, )=11.2646, p=0.7941, 5,=18.3569, C,=0.3542, 5,,=8.4062, C;=0.9484,
B, =2.8664

The MSE values and corresponding PRE of all estimators relative to the traditional ratio estimator are
shown in Table 1. The calculation is given by:

PRE:MSE(J_/R)

w55y < 100 Where i=yys.Yicr, Vica Ykess Ykeas Vies + Yiaor Yas: tim

Table 1. MSE values of the estimators along with PRE values.

Estimators Data set 1 Data set 2
MSE PRE MSE PRE

Vr 27271.90247 100 26.44515 100.000
Yus 10299.06594 264.799 42.081696 373.016
Vel 16673.80929 163.561 95.265576 164.772
Vicz 16620.01056 164.090 81.741208 192.035
Vies 16666.50403 163.633 77.482230 202.590
Vica 16146.76108 168.900 84.583337 185.582
Vies 16663.67288 163.660 76.669039 204.739
Yio 9775.684135 278.976 43.872832 357.788
Vas 9203.137592 296.332 4,701784 562.446
tay '8806.5678 309.6771 3.135423 844.892
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Tablel shows for that the proposed estimator has minimum the MSE value and higher PRE value as
compared t0 ¥ys,Vkc1r Yz Yiesr Yicas Vies » Yiro and Yas

6. Efficiency Comparisons

The proposed logarithmic-type estimators have been compared with existing competing estimators,
and the conditions for their efficiency have also been outlined.

. Comparative analysis of the proposed logarithmic estimator t;,,with the sample mean yy:
MSE (¥g)- min.MSE(t,,)>0 or,

A(T—ZA)2+4A2(B+F)+W -0 (26)

MP2[ CZ + CZ — 2pCyCy)-

T2

Which shows our proposed logarithmic ratio type estimator performs better than sample mean (yz)

o Evaluating the performance of the proposed logarithmic estimator tj,,in relation to the
Updhyaya and Singh estimator y;:

MSE (¥y5)- Min.MSE (£¥,,)>0

_ A?7%(c-2B) (27)
5 (% Bax) 2 2 o (Bx) ] A(T-24)*+4A%(B+F)+"——7—"—=
[(C i (32x+cx)) Cx 2((32x+c )) pLiL 7 2,
Which shows our proposed logarithmic ratio type estimator performs better than the Updhyaya
and Singh estimator yy.
o Comparison of the proposed logarithmic estimator t),,and the Kadilar and Cingi (kc1)
estimator:
MSE (¥¢1)- min.MSE(t),,)>0
_ A(1—24)2 +4A%(B+F) M (28)
A2 [C2+ C2 (1-p))]- | — >0,

Which shows our proposed logarithmic ratio type estimator performs better than the Kadilar and
Cingi estimator (kc;).

o Assessment of the proposed logarithmic estimator tj,, against the Kadilar and Cingi
estimator (kc2):

MSE (¥¢2)- min.MSE(t,,)>0

_ 9 2442 AZp? (c 2B) (29)
o P 2 2 2 A(T-2A)*+4A°(B+F)+
2P [(_prx) cz +cz(1 )] [ >0,

T2

Which shows our proposed logarithmic ratio type estimator performs better than the Kadilar and
Cingi estimator (kc2).
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o The performance of the proposed logarithmic estimator t},,is analyzed relative to the Kadilar
and Cingi estimator (kc3).

MSE (Ve5)- Min.MSE(tY,,)>0

T2

a7 2 17) 2 2 ) A(T_ZA)2+4A2(B+F)+M (30)
Y )

Which shows our proposed logarithmic ratio type estimator performs better than the Kadilar and Cingi
estimator (kc3).

o An evaluation is made to contrast the proposed logarithmic estimator ty,,with Kadilar and
Cingi’s (kc4) estimator.

MSE (¥yc4)- Min.MSE(t),,)>0

) P2 [(_L) C2+ C2(1- >0.

YBax+Cx

2 2)] [A(T 2A)2+4A2(B+F)+AZA2(—CZB) (31)
T2

Which shows our proposed logarithmic ratio type estimator performs better than the Kadilar and
Cingi estimator (kc4).

o The effectiveness of the proposed logarithmic estimator t),is analyzed relative to Kadilar
and Cingi’s (kc5) estimator.

MSE (¥k¢s5)- min.MSE(t,,)>0

_ 2 2 2 A?%A?(C-2B) (32)
o PCy 2 2 2 A(t-2A)“+4A (B+F)+7
T e
o The efficiency and accuracy of the proposed logarithmic estimator t,,are compared with the
Izunobi and Onyeka (2019) estimator y;,.
MSE (¥;0)- min.MSE(t,,)>0
A(r- 2A)2+4A2(B+F)+AZA2(—CZB) (33)
2 2 2 _
AP [c 1(¢)) + C2 2(1(¢))pCC][ - >0.

Which shows our proposed logarithmic ratio type estimator performs better than the
Izunobi and Onyeka (2019) y;,.

. Comparison of the performance of the proposed logarithmic estimator ty,,and the Zaman and
Iftikhar (2023) estimator y,s:

MSE (y,5)- min.MSE(t},,)>0
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_ 2 A(r—24)2+4A2(B4+F)+A222(C=2B) (34)
NP2 [C3 + €20 = 2pCiCy o - B |50,

which shows our proposed logarithmic ratio type estimator performs superior than the Zaman and Iftikahar
Yas-

MSE Analysis of the Estimators with the help of Line Chart:

MSE Analysis of the estimators (Data se-1)

Fig: 1

Finterpretation of the Line Chart:
The chart illustrates how different estimators perform by comparing their values. y has the largest
value, indicating it could be less consistent or accurate. In contrast, ty,,, having the lowest value,

likely represents the most accurate or dependable estimator. The other estimators fall somewhere in
between, reflecting a range of estimation qualities.

MSE Analysis of the estimators (Data se-2)

\. \. \‘
Catimateors

Fig:2
Interpretation of the Line Chart:

The chart compares the values across different estimators. y, Stands out with the highest value,
suggesting it might be less reliable or more prone to error. Conversely, y,s and ty,,, having the

lowest values, likely reflect higher accuracy or stability. The other estimators show intermediate
results, representing moderate efficiency.
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7.

Simulation Study

The aim of this simulation study is to compare how the proposed estimator performs in comparison
with the established estimator under different distributional conditions. Simulation is an essential
tool for evaluating estimator efficiency in a controlled environment, allowing researchers to
experiment with different conditions and assess the estimator’s adaptability. It also sheds light on
how the estimators might perform when real data is either not available or inappropriate. Simulated
data drawn from a normal population is used to examine the efficiency of the proposed as well as the
existing logarithmic ratio estimators.

For the simulation study, we used the R program to generate a bivariate normal population of size
1000, which was then divided into five sample sizes: n = 100,200,300,400,500. Samples were
drawn using simple random sampling without replacement, with population parameters u =
(20,30) and the specified covariance matrix.

2.

l o
= 2
0y O0xPxy Ox

O-y prxy

The table below presents the MSE values of the estimator for sample sizesn =
100,200,300,400,500, based on 5000 simulations. The MSE was calculated using the
following formula:

MSE (t*) = ;2%000&* — ¥)2

1000

After utilizing the necessary parameters and the value of correlation coefficient p the MSE results

are obtained and compiled in the table-2

Table 2: MSE of the Estimator Across Different Sample Sizes from artificially generated data (n =

100,200,300,400,500)

n Vr Yus Vke1 Vic2 Vic3 Vkca Vkes Yio Yas tX)M(pro
p.
10 | 0.1085 | 0.0926 | 0.1708 | 0.1481 | 0.1671 | 0.0994 | 0.1659 | 0.0925 | 0.0902 | 0.06702
0 |16 91 95 04 98 99 16 34 28 6
20 | 0.0474 | 0.0407 | 007483 | 0.0650 | 0.0732 | 0.0439 |0.0726 |0.0407 | 0.0397 | 0.02375
0 |57 86 7 11 22 42 41 25 07 0
30 | 0.0276 | 0.0237 | 0.0436 | 0.0379 | 0.0427 | 0.0256 | 0.0423 |0.0237 | 0.0231 | 0.02213
0 |63 81 65 48 23 68 82 55 56 3
40 | 0.0177 | 0.0152 | 0.0280 | 0.0243 | 0.0274 | 0.0164 |0.0272 | 0.0152 | 0.0148 | 0.00137
0 |39 46 25 57 20 73 00 36 47 2
50 | 0.0118 | 0.0101 | 0.0186 | 0.0162 | 0.0182 | 0.0109 |0.0181 |0.0101 | 0.0098 | 0.00073
0 |15 65 68 31 66 86 19 55 99 7
Simulation results from the bivariate normal population is shown in the above table shows that the
proposed estimation ty,, performs better as compared t0Yys,Vkc1» Yz Yiez» Yieas Yes » Yrio and
yAS'
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8. Results and Discussion

e The analysis shows that t},, is the most effective estimator in both data sets, achieving the lowest Mean
Square Error (MSE) with values of 8806.57 for Data set 1 and 3.13 for Data set 2. Conversely, y, have the
highest MSE values of 27271.90 and 26.45, indicating it is the least improved. The Percent Relative
Efficiency (PRE) values further support this conclusion, with ty,, being around 310% more efficient in
Data set 1 and exceeding 845% efficiency in Data set 2 relative to yz. Other estimators such asyys, ¥;0 and
the yk series show some gains but still lag behind t),,. These results highlight the robustness and accuracy
of t), especially when the data variability is lower.

e We have made the line chart for showing the MSE values graphically which presents a comparison of
different estimators based on their values. The estimator y, shows the highest value, suggesting it may be
less accurate or consistent. On the other hand, t;,, and ¥, which have the lowest values, are likely the most
reliable and stable estimators. The remaining estimators fall between these extremes, indicating varying
levels of accuracy and efficiency.

e The simulation study indicates that all estimators become more accurate as the sample size increases
from 100 to 500. The ( t),, prop.) estimator consistently achieves the smallest error values, suggesting it is
the most dependable method. Meanwhile, estimators like y, ., and yy.3 have higher values, implying lower
accuracy. The other estimators show performance levels between these extremes and improve as more data
is used.

9. Conclusions

In this work, we develop a new logarithmic ratio estimator to estimate the population mean. by
incorporating auxiliary information under simple random sampling scheme. Theoretical findings, supported
by bias and MSE expressions, along with numerical analysis, showed the proposed estimator demonstrates
superior performance compared to existing estimators in terms of both reliability and accuracy. Tests using
real data sets revealed that the estimator delivers lower MSE and greater efficiency, making it a strong
candidate for population mean estimation and we have performed the simulation study to validate
theoretical and empirical results of the suggested logarithmic ratio type estimator from which we also get
the result as our proposed estimator have lower MSE than the existing estimators.
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Log-Scale MSE vs Sample Size
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Radar Chart of MSE (n = 100)
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e Very important when MSE values differ greatly in magnitude
* Makes small MSE differences (especially for the proposed estimator) visible

e Highly recommended for journal-quality figures
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