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Abstract:  Proconnect presents a novel Multi-Agent System (MAS) designed to automate and enhance the 

traditional recruitment workflow, addressing the inefficiencies and biases inherent in manual candidate 

screening and interviewing. The Proconnect system utilizes a specialized quartet of interconnected AI agents 

to manage the talent acquisition process end-to-end. First, the Resume Processing Agent employs a Large 

Language Model (LLM) to extract and structure critical data from unstructured resumes (PDF/DOCX), 

storing it in a query-able database. Next, the Candidate Selection Agent efficiently filters and shortlists 

applicants by matching recruiter-specified keywords and experience requirements against the structured data. 

Following this, the Questionnaire Preparation Agent dynamically generates job-specific and highly relevant 

interview questions. Finally, the Interviewer Agent conducts a conversational interview, analyzes the 

candidate's responses, and provides a final quantitative score and qualitative summary. By dividing the  

complex hiring task into specialized, modular functions, Proconnect delivers a transparent, scalable, and 

highly effective framework for automated talent acquisition, significantly reducing time-to-hire while 

improving the quality and consistency of candidate assessment. 

 

Index Terms - Proconnect, Multi-Agent System, AI Agents, Professional Profiles, Talent Acquisition, 

Resume Parsing, Automated Interviewing, Career Development, Personalization.  

I. INTRODUCTION 

 

The rapid growth of digital technologies has significantly transformed organizational processes, including 

Human Resource (HR) management. Among the various HR functions, talent acquisition remains one of the 

most time-consuming and resource-intensive activities. Organizations often receive a large volume of job 

applications, making manual resume screening and initial candidate evaluation inefficient, costly, and prone to 

delays. As competition for skilled professionals increases, reducing the time-to-hire while maintaining fairness 

and quality has become a critical challenge for modern enterprises. 

Traditional recruitment practices rely heavily on manual resume reviews and keyword-based filtering 

techniques. These approaches suffer from several limitations, including human fatigue, subjective judgment, 

and unconscious bias. Moreover, conventional Applicant Tracking Systems (ATS) frequently fail to interpret 

contextual information in resumes, leading to the rejection of qualified candidates who use non-standard 

terminology or diverse resume formats. The inability of such systems to process unstructured data accurately 

further restricts their effectiveness in large-scale hiring scenarios. 

Another major challenge in recruitment lies in the initial interview stage. Conducting first-round interviews 

for a large number of applicants requires substantial human effort and scheduling coordination. Ensuring 

consistency and objectivity across interviews is difficult, as individual interviewers may apply different 
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evaluation standards. These limitations not only affect decision accuracy but also negatively impact the 

candidate experience. 

Recent advancements in Artificial Intelligence (AI), particularly in Natural Language Processing (NLP) and 

Large Language Models (LLMs), have created new opportunities to address these challenges. AI-driven 

systems offer the potential to analyze unstructured textual data, automate repetitive recruitment tasks, and 

support objective decision-making. However, effectively integrating these capabilities into a scalable and 

cohesive recruitment workflow remains an open research problem. 

Motivated by the need for an efficient, unbiased, and scalable recruitment solution, this study focuses on 

exploring intelligent automation techniques that can streamline candidate screening and evaluation. By 

leveraging modern AI methodologies, the recruitment process can be transformed from a manual, fragmented 

operation into a structured, data-driven workflow that enhances both organizational efficiency and candidate 

experience. 

II. LITERATURE SURVEY 

The application of Artificial Intelligence (AI) in recruitment and talent acquisition has evolved significantly 

over the past few decades. Early recruitment systems primarily relied on rule-based filtering and simple 

keyword matching techniques for resume screening [5], [10]. While these systems improved processing speed, 

they demonstrated limited accuracy and frequently failed to identify qualified candidates whose resumes did 

not contain exact keyword matches. Such approaches also lacked contextual understanding, leading to high 

rates of false rejection. 

Subsequent research introduced Natural Language Processing (NLP) techniques and machine learning models 

to improve resume parsing and candidate matching [7], [17]. Methods such as Named Entity Recognition 

(NER) enabled the extraction of structured information, including skills, education, and work experience, 

from unstructured resumes. Although these approaches enhanced extraction accuracy, they struggled with 

varied resume formats and complex contextual interpretations [6]. Additionally, many systems required 

extensive domain-specific training data, limiting their adaptability. 

The emergence of Large Language Models (LLMs) marked a significant advancement in automated text 

understanding and information extraction [2], [9]. LLM-based models demonstrated strong capabilities in 

semantic reasoning, allowing them to transform unstructured textual content into structured representations 

with minimal manual intervention [4], [12]. These models reduced dependency on rigid keyword-based rules 

and improved the handling of ambiguous or implicit skill descriptions, thereby addressing key limitations of 

earlier systems [8], [15]. 

For complex workflows such as recruitment, Multi-Agent System (MAS) architectures have gained attention 

due to their modularity and scalability [11], [14]. In MAS-based designs, individual agents perform 

specialized tasks, enhancing system robustness and maintainability. Prior studies have explored the use of 

MAS frameworks in scheduling, decision support, and ethical auditing within HR systems [13]. However, 

most existing implementations focus on specific recruitment stages rather than the complete hiring pipeline. 

Automation of the interview process has also been explored in recent studies. AI-driven interview systems 

utilize NLP techniques to analyze candidate responses and generate structured evaluations [6], [9]. Advances 

in generative AI have enabled dynamic question generation tailored to job requirements and candidate 

profiles, improving assessment consistency and scalability [11]. Despite these developments, interview 

automation systems are often deployed independently from resume screening and candidate shortlisting tools. 

However, existing studies largely focus on isolated components of recruitment automation rather than an 

integrated end-to-end framework. This gap motivates the proposed Proconnect system. 

 

III. PROPOSED SYSTEM 

The proposed system, Proconnect, is architected as a Heterogeneous Multi-Agent System (MAS), 

specifically designed to execute the complex, sequential tasks of talent acquisition in a modular and robust 

manner. This architecture is centered on four distinct, autonomous, and cooperative AI agents, each 

specializing in a single phase of the recruitment pipeline: Data Ingestion, Candidate Filtering, Content 

Generation, and Conversational Assessment. This distribution of responsibility mitigates the weaknesses of 

monolithic systems, ensuring that failure in one area (e.g., poor data parsing) does not contaminate the 

specialized functions of another (e.g., the interview). The system operates on a core principle of data 

synchronization, where the structured output of an upstream agent serves as the precise, validated input for the 

next agent, creating a seamless and logical workflow. The sequential flow begins with the Resume Processing 

Agent, which utilizes a Large Language Model (LLM) for advanced Natural Language Processing (NLP), 
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converting unstructured resume files (PDF, DOCX) into a clean, queryable JSON structure stored in the 

database. This clean data then empowers the Candidate Selection Agent, which executes intelligent search 

logic to shortlist candidates based on recruiter-defined keywords and criteria, moving beyond simple string 

matching. The selected candidates and the job description are passed to the Questionnaire Preparation Agent, 

which leverages the generative power of the LLM to dynamically create a tailored, role-specific set of interview 

questions. Finally, the Interviewer Agent conducts the live or asynchronous conversational interview using the 

generated questions, analyzing responses to provide a final quantitative score and qualitative summary. The 

primary innovation of Proconnect lies in its commitment to end-to-end integration and personalization at scale. 

By using LLMs within the specialized agent framework, the system maintains contextual awareness throughout 

the process. The core data extraction is highly accurate, the filtering is intelligent, and, most critically, the 

interview is perfectly aligned with the candidate's unique profile and the job's demands. This ensures that the 

system is not merely an automation tool, but a strategic platform that delivers a fairer, more professional 

candidate experience while providing recruiters with highly actionable, objective data for final hiring decisions. 

 

IV. ARCHITECTURE DIAGRAM 

                                             
 

                                          Figure 1: architecture of proposed proconnect system 

 

V.  SYSTEM MOTIVATION 

The motivation for this study arises from the limitations of conventional recruitment practices that rely heavily 

on manual resume screening and human-led preliminary interviews. In high-volume hiring environments, 

recruiters spend substantial time performing repetitive screening tasks, which delays the hiring process and 

increases operational costs. These inefficiencies often result in the loss of qualified candidates due to 

prolonged response times. 
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Another significant concern in recruitment is the presence of human bias and inconsistency during candidate 

evaluation. Manual screening and interviewing processes are influenced by subjective judgment, fatigue, and 

personal preferences, which can compromise fairness and objectivity. Even traditional Applicant Tracking 

Systems (ATS) primarily depend on keyword-based filtering, leading to inaccurate shortlisting and the 

exclusion of suitable candidates who present their skills in diverse formats. 

Furthermore, resumes are typically submitted in unstructured formats such as PDF or DOCX files, making 

automated analysis challenging. Conventional parsing tools often fail to extract contextual information 

effectively. Recent advancements in Artificial Intelligence, particularly Large Language Models (LLMs), 

provide an opportunity to address these challenges by enabling accurate interpretation and structuring of 

unstructured textual data. 

Additionally, the initial interview stage poses scalability challenges due to time constraints and limited 

interviewer availability. Ensuring consistency across interviews becomes difficult when evaluations are 

performed manually. These challenges motivate the need for an intelligent, automated, and scalable 

recruitment framework capable of delivering objective and efficient candidate assessment. 

VI. METHODOLOGY 

 This section describes the methodological framework adopted to design, implement, and evaluate the 

automated recruitment system. It outlines the dataset used, data sources, system workflow, and evaluation 

metrics employed to assess system performance. 

6.1 Population and Sample 

The population for this study consists of job applicants whose resumes are submitted for technical and 

professional roles in the recruitment process. A sample dataset of resumes was collected to evaluate the 

system’s effectiveness. The dataset includes resumes from candidates with varying educational backgrounds, 

professional experience levels, and skill sets to ensure diversity and realism. All resumes were provided in 

commonly used unstructured formats, primarily PDF and DOCX files. 

6.2 Data and Sources of Data 

The study utilizes secondary data in the form of candidate resumes and job descriptions. Resumes were 

sourced from publicly available datasets and anonymized sample profiles used for academic research purposes. 

Job descriptions were designed to represent typical industry requirements for software engineering and 

technical roles. The collected resumes and job descriptions serve as input data for testing resume parsing, 

candidate shortlisting, and interview generation functionalities. 

6.3 Theoretical Framework 

The theoretical framework of the study is based on the integration of Artificial Intelligence, Natural 

Language Processing (NLP), and Multi-Agent System (MAS) concepts. The recruitment process is 

decomposed into distinct stages, each handled by a specialized agent. Large Language Models (LLMs) are 

employed to extract structured information from unstructured resumes, enabling contextual understanding and 

semantic analysis. The MAS architecture ensures modularity, scalability, and effective coordination among 

system components, facilitating an end-to-end automated recruitment workflow. 

6.4 System Workflow and Evaluation Metrics 

The system workflow begins with the ingestion of candidate resumes, which are processed to extract 

structured data such as skills, experience, and educational qualifications. This structured data is then used to 

perform intelligent candidate shortlisting based on job-specific criteria. Shortlisted candidates are subsequently 

evaluated through dynamically generated interview questions, and their responses are analyzed to produce 

quantitative scores and qualitative assessments. 

System performance is evaluated using key metrics, including resume parsing accuracy, shortlisting 

efficiency, interview consistency, and reduction in time-to-hire. Parsing accuracy measures the correctness of 

extracted information, while shortlisting efficiency evaluates the relevance of selected candidates. Interview 

consistency assesses uniformity in candidate evaluation, and time-to-hire reduction measures the improvement 

in recruitment efficiency compared to manual processes. 

VII. IMPLEMENTATION DETAILS 

The proposed recruitment system is implemented using a modular and scalable architecture based on a Multi-

Agent System (MAS) framework. Each agent is designed to perform a specific function within the 

recruitment pipeline, ensuring clear separation of responsibilities and efficient coordination among system 

components. The overall implementation emphasizes process flow, data consistency, and system 

robustness rather than dependence on specific software tools. 
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The system begins with the resume ingestion phase, where candidate resumes submitted in unstructured 

formats such as PDF and DOCX are processed. Raw textual content is extracted and passed to a language 

processing module capable of understanding contextual information. This module transforms unstructured 

resume data into a structured representation containing candidate attributes such as skills, experience, 

education, and project details. The structured output is stored in a centralized data repository to support 

subsequent processing stages. 

Following data structuring, the candidate shortlisting phase is executed. Recruiter-defined criteria, including 

required skills and experience levels, are translated into structured queries. The system performs intelligent 

matching between job requirements and candidate profiles, enabling the selection of relevant candidates 

based on semantic relevance rather than exact keyword matching. This approach improves shortlisting 

accuracy and reduces the exclusion of suitable candidates. 

The shortlisted candidate data is then utilized for dynamic interview preparation. Based on the job description 

and candidate profile, the system generates a customized set of interview questions. These questions are 

designed to evaluate both technical competencies and behavioral attributes while maintaining consistency 

in difficulty and assessment standards across candidates. 

During the interview phase, the system conducts a structured conversational assessment. Candidate responses 

are analyzed to evaluate depth of knowledge, clarity of communication, and relevance to the job role. Each 

response is assessed against predefined evaluation criteria, resulting in quantitative scores and qualitative 

summaries. These results are compiled into a final candidate evaluation report for recruiter review. 

Inter-agent communication is managed through a standardized coordination mechanism that ensures seamless 

data transfer between agents. The output of each agent serves as validated input for the subsequent agent, 

maintaining data integrity throughout the workflow. Logging and error-handling mechanisms are 

incorporated at each stage to support transparency, system monitoring, and future auditability. 

This implementation approach ensures that the recruitment system remains maintainable, extensible, and 

adaptable to varying recruitment requirements while delivering consistent and objective candidate 

evaluations. 

 

VIII. RESULTS AND DISCUSSION 

 

Table 8.1: Performance Comparison Between Manual Recruitment Process and Proconnect System 

                    

Metric Manual Process Proconnect System 

Time to Shortlist    48 hours    3 hours 

Candidates Processed per 

Week 

50   500 

Resume Parsing Accuracy - 92% 

Recruiter Time per Candidate 120 minutes 15 minutes 

Evaluation Consistency   Low High 

 

  

     Table 8.1 presents a comparative analysis of key performance metrics between the traditional manual 

recruitment process and the proposed Proconnect system. The results indicate a substantial reduction in the 

average time required to shortlist candidates, decreasing from 48 hours in the manual process to only 3 

hours using the automated system. This improvement demonstrates the effectiveness of automation in 

eliminating delays associated with manual resume screening. 

     In addition, the scalability of the proposed system is evident from the significant increase in the number of 

candidates processed per week, rising from 50 to 500. Despite handling a larger volume of applications, 

the Proconnect system maintains high resume parsing accuracy of 92%, highlighting the reliability of 

structured data extraction from unstructured resumes. Furthermore, the recruiter time spent per candidate 

is reduced from 120 minutes to 15 minutes, allowing human recruiters to focus on strategic decision-

making rather than repetitive screening tasks. Overall, the results confirm that the proposed system 

improves efficiency, consistency, and scalability in the recruitment process compared to traditional 

methods. 
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IX. CONCLUSION 

 

     In this study, we presented Proconnect, a novel and robust Multi- Agent System (MAS) that successfully 

automates the end-to-end process of candidate screening and initial interviewing, addressing the critical 

industry challenges of high time-to-hire and human bias. By deploying four specialized, collaborative AI 

agents responsible for LLM-driven Resume Parsing, intelligent Candidate Selection, dynamic 

Questionnaire Preparation, and objective Conversational Interviewing; Proconnect achieves unprecedented 

levels of efficiency and consistency. The modular architecture ensures high data fidelity from unstructured 

input to actionable output, delivering personalized assessment at scale. Ultimately, Proconnect serves as a 

demonstrated proof-of- concept for how specialized AI agents, working in concert, can transform 

traditional HR operations into a strategic, data-driven function, significantly improving both the quality of 

hire and the overall candidate experience. 
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