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Abstract:  Intrusion Detection Systems (IDS) play a critical role in modern cyber security by monitoring 

network traffic to detect and prevent malicious activities. This study focuses on applying and comparing 

various ML algorithms Support Vector Machine (SVM), K-Nearest Neighbors (KNN), Decision Tree (DT), 

and Random Forest (RF) to classify different types of network attacks such as DoS, Probe, R2L, and U2R. 

The CICIDS2018 dataset, known for its modern traffic features and attack diversity, was used as the 

benchmark. The dataset underwent preprocessing and feature selection to optimize model performance. 

Among the evaluated models, Random Forest outperformed others, achieving 98.76% accuracy, The results 

validate the effectiveness of ensemble learning methods in intrusion detection, offering a reliable solution 

for real-time cyber security monitoring. 

 

keywords: Intrusion Detection System, CICIDS2018, Random Forest, Cyber security, Machine Learning, 
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I. INTRODUCTION 

In today's increasingly connected world, securing network infrastructures against cyber threats has 

become a critical priority. Intrusion Detection Systems (IDS) serve as a vital component in cyber security 

frameworks, designed to monitor network traffic and identify unauthorized access, malicious activities, or 

policy violations. Traditional IDS methods, often based on predefined signatures or rule sets, struggle to 

detect novel or evolving attack patterns, leading to the need for more intelligent and adaptive solutions.  

Machine learning (ML) has emerged as a powerful approach to enhance the effectiveness of IDS. By 

learning patterns from historical data, ML-based IDS can detect both known and unknown threats with 

greater accuracy and adaptability. Among the various ML algorithms, Random Forest (RF) has gained 

popularity due to its high classification accuracy, robustness against over fitting, and ability to handle 

large and complex datasets. This paper aims to review and analyze existing studies that have applied 

Random Forest algorithms to the CICIDS2018 dataset. It extracts key insights from these studies, 

identifies common challenges, and suggests future directions to improve the effectiveness of ML-based 

IDS. 
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  2. DATASET OVERVIEW 

The CICIDS2018 dataset was developed by the Canadian Institute for Cyber security (CIC) at the 

University of New Brunswick. It was designed to address the limitations of outdated intrusion detection 

datasets by providing a realistic and up-to-date benchmark for evaluating the performance of machine 

learning-based IDS models. The dataset includes around 80 features per network flow, capturing various 

statistical properties such as duration, packet sizes, flow rates, and protocol-level information. Data was 

collected over a five-day period and is available in multiple formats including CSV and PCAP, making it 

suitable for both traffic analysis and machine learning tasks. Many dataset are available publicly so some of 

them were created decades ago and may not be useful in detecting recent threats.UNSW-NB15 provides a 

middle ground but lacks the full range and realism offered by CICIDS2018. 

Key benefits of CICIDS2018 include its labeled data, which facilitates supervised learning, the use of 

modern protocols (e.g., HTTPS, VoIP), and its ability to reflect current network behavior and threat vectors. 

As a result, CICIDS2018 is considered one of the most comprehensive and relevant datasets for developing 

and evaluating contemporary network intrusion detection systems. 
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  3. RELATED WORKS 

 In Vikash Kumar (2019) ,researcher worked with the RTNITP18 dataset and developed an integrated 

classification-based Intrusion Detection System (IDS). It got 83.8% accuracy, which is okay, but the model 

was only tested on known types of attacks—it might struggle with new or unknown threats. In [2] Ferrag et 

al. They used the CIC-IDS-2018 dataset and applied deep learning models to detect intrusions. The models 

performed really well, achieving 97.1% accuracy. But there’s a catch—they require a lot of computing 

power, which makes them hard to use in real-time or on systems with limited resources. In [3] Khan et al. 
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(2019) , This study used the UNSW-NB15 dataset and experimented with traditional machine learning 

models like Support Vector Machine (SVM) and Random Forest. They achieved a decent 89.3% F1-score, 

but their analysis didn’t dive deep into feature importance or selection, which limits how well the model can 

be fine-tuned or understood. In [8] Vinaya kumar et al. (2019) , This team took it up a notch by using deep 

neural networks across multiple datasets to test the generalize ability of their models. They got results 

ranging from 91.2% to 97.6% accuracy. However, training these models took a long time, making them less 

practical for quick deployment or updates. In [7] Kumar et al. (2021), They combined Convolution Neural 

Networks (CNN) with Long Short-Term Memory (LSTM) networks and tested this hybrid model on the 

CIC-IDS-2018 dataset. It achieved an impressive 98.7% accuracy, showing strong detection capabilities. 

But the model's architecture is quite complex, which means implementation and fine-tuning require expert-

level knowledge and resources.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. CLASSIFICATION ALGORITHMS 

One of the fundamental techniques in machine learning used for this purpose is classification. Classification 

algorithms help sort unlabelled data into meaningful categories. In this study, the following algorithms were 

used: 

 A SVM  is a supervised learning algorithm that constructs a hyper plane in high-dimensional space 

to separate different classes. SVM performs well in binary classification and is known for high 

accuracy and robustness. 

 

 Figure 4.1-svm  

. 

 

 

  

 

 

 

 A Decision Tree uses a tree-like structure where internal nodes represent features, branches 

represent decision rules, and leaves represent outcomes. However, it may suffer from over fitting, 

especially with noisy data or deep trees. 
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                                              Figure 4.2–decision tree 

                            

  

 

 

 

 

 

 

 Random Forest is an ensemble of multiple decision trees trained on bootstrapped subsets of data 

with random feature selection. It improves accuracy, reduces over fitting, and is suitable for high-

dimensional datasets. It also provides feature importance, making it. 

 

 KNN (K Nearest Neighbour) is a supervised machine learning algorithm used for classification and 

regression tasks. It is known as a lazy learner because it doesn’t learn from the training data 

immediately but stores the dataset and performs calculations at the time of prediction. 

 

  

                                                 Figure4.3-knn 
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5. METHODOLOGY  

 

A comparative analysis was conducted between various machine learning algorithms—SVM, KNN, and 

Random Forest—for classifying network traffic to detect intrusions. The evaluation focused on accuracy 

and detection performance. The CIC-IDS-2018 dataset was used as the primary data source. It contains 

network traffic data labeled with different types of attacks. Initially, the raw dataset was cleaned and 

normalized. The class attribute included various attack types. 
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figure 5.1 - methodology 

        

  

6. EXPERIMENTAL RESULT AND ANALYSIS  

In this section, we are going to mention about proposed techniques and which model provide more 

accuracy. 

 The beginning step include in cleaning the dataset which consist missing value in case of pre-

processing clean dataset and handle missing values , replace infinity values with NaN ,Handle 

missing values - replace with median and Label encoding refers to converting categorical text data  

into a numerical format 

 The feature selection process help to identify the top 20 most important features from the original 80 

features. The feature importance ranking based on Random Forest. 

 Model training and evaluation function that train the model and make predictions and calculate 

metrics and generate classification report. 

 Various machine learning algorithms are implemented to build predictive models. These models are 

trained using the processed and feature-optimized dataset. Trained models are rigorously evaluated 

using performance metrics such as accuracy, precision, recall, F1-score, tuned to enhance the 

predictive performance of the models. 

 

                                                                           table 3 comparison between models 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Model Accuracy Precision Recall F1-Score AUC 

Decision Tree   0.9574  0.9483  0.9574  0.9517  0.9782 

Random 

Forest  

0.9876  0.9863  0.9876  0.9868  0.9983 

SVM  0.9231  0.9306  0.9231  0.9255  0.9615  

KNN  0.9419  0.9385  0.9419  0.9392  0.9709  
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          figure6.1 comparison according to f1 score 

 

 
 

 

7. CONCLUSION 

This research designed, implemented, and evaluated a machine learning-based Network Intrusion Detection 

System (NIDS) using the CIC-IDS-2018 dataset. The dataset is treated by the four algorithms SVM, KNN, 

DT and RF. Random forest model achieved state-of-the-art performance, with an F1-score of 0.9868 and 

98.76% accuracy when trained on selected features, highlighting the effectiveness of ensemble methods. A 

comparative analysis of multiple machine learning models for performance evaluation. Future research is 

encouraged to explore hybrid models, advanced feature engineering, and real-time deployment to further 

improve IDS effectiveness in dynamic environments. 

7.1 Limitations 

 The model's performance is measured on a specific dataset and may not perform to all network 

environments. 

 While efficient, the system still requires substantial computational resources for initial training. 
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