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Abstract: Image caption generation, a primary application domain in computer vision and natural language
processing, produces text captions of images from deep learning models. The current paper suggests a CNN-
LSTM-based system for automatic captioning, where pre-trained convolutional neural networks (CNNs) are
employed for image feature extraction and long short-term memory (LSTM) networks for sequential text
generation. Inspired by the Flickr8k dataset, the paper emphasizes primary challenges such as vocabulary
sparsity, overfitting, and computational complexity. Experimental results achieve BLEU scores of 0.66 or
more, exhibiting coherent caption generation and qualitative analysis discloses captioning inefficiencies for
complex scenes. The paper also discusses future enhancements such as transformer-based architectures and
attention mechanisms to improve caption accuracy and accessibility. The work contributes to improving large-
scale human-computer interaction through multimodal Al systems. Caption generation is an important area at
the intersection of computer vision and natural language processing, including the generation of descriptive
text captions describing images using advanced deep-learning methodologies. Current paper suggests a new
approach through a hybrid CNN-LSTM-based system for automatic captioning. This state-of-the-art model
employs pre-trained convolutional neural networks (CNNSs) for robust image feature extraction to identify and
interpret relevant features in an image. These identified features are then fed to long short-term memory
(LSTM) networks adept at generating coherent and relevant sequential text based on the visual input.The
experimental results revealed excellent BLEU scores of 0.66 or higher, which reflects the model's capacity to
generate captions not only accurate but also linguistically sound. Qualitative analysis of the generated captions
does call out inefficiencies in handling complicated scenes with more than one element or activity, and it
suggests where there is potential for improvement in the future.In the future, the paper foresees potential
enhancements, such as the application of transformer-based models and attention, which would significantly
improve caption accuracy and user experience for accessibility. Overall, this work contributes to advancing
the state of large-scale human-computer interaction by developing sophisticated multimodal Al systems for
interpreting and generating human-like text from visual inputs.

Key words: Image captioning, deep learning, CNN, LSTM, attention mechanisms, natural language
generation.

. INTRODUCTION

Image captioning, the task of creating natural language descriptions for images, has become very popular in
artificial intelligence research because of its many uses in content retrieval, accessibility, and human-computer
interaction. Earlier strategies used retrieval-based or template-based techniques[1][3]. Image captioning, or
the ability to create natural language descriptions for images, has become a crucial area of study in artificial
intelligence because of its many uses in improving accessibility, retrieving content more efficiently, and
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transforming human-computer interaction[6][3]. The majority of early techniques were template-based or
retrieval-based, frequently lacking in flexibility and semantic depth. But the emergence of deep learning has
changed everything. Today, innovative encoder-decoder architectures that blend Convolutional Neural
Networks (CNNs) for robust image understanding with Recurrent Neural Networks (RNNSs), especially Long
Short-Term Memory networks (LSTMs), have become the gold standard in the field[6].

Despite these developments, there are still many obstacles to overcome in order to produce captions that are
both contextually relevant and semantically accurate, especially for complex scenes and uncommon objects.
This paper introduces our novel CNN-LSTM based image caption generator, thoroughly tests its performance
on the prestigious Flickr8k dataset, and identifies promising directions for further development[3][5]. By
pushing the limits of existing capabilities, this work paves the way for deeper, more significant human-
machine interactions. Which often lacked flexibility and semantic richness. With the advent of deep learning,
encoder-decoder architectures combining CNNs for image understanding and RNNs (notably LSTMs) for
language modelling have become the standard. Despite notable progress, challenges remain in generating
semantically accurate and contextually appropriate captions, particularly for complex scenes or rare
objects[1][4]. This paper presents our unique implementation of a CNN-LSTM-based image caption
generator, evaluates its performance on the Flickr8k dataset, and discusses avenues for future improvement.

1. OBJECTIVES

This research aims to resolve practical and technical issues in computer-mediated image captioning,
improving the quality of the captions, lowering computational cost, and increasing usefulness in practice.
Specifically, this research aims to:

1. Design and Build a Strong CNN-LSTM Structure

To develop an end-to-end image captioning system that combines pre-trained CNNs (e.g., InceptionV3,
ResNet50) to extract hierarchical visual features and bidirectional LSTMs to produce context-aware
sequential text. The architecture will be modular so that it can be easily extended with attention mechanisms
or transformer-based modules in the future. There is an emphasis on achieving a balance between model
complexity and feasibility of computation while being able to scale over multiple datasets and hardware
environments.

2. Optimize Data Preprocessing and Training Methods

In order to improve data pipelines by correcting vocabulary sparsity (i.e., removing low-frequency words,
correcting out-of-vocabulary words with subword tokenization) and sequence-length variation (with
dynamic padding and masking). Training procedures will include adaptive learning rates, gradient clipping,
and mixed-precision training to speed up convergence without destabilizing the model. The aim is to reduce
overfitting using techniques like dropout regularization, data augmentation (e.g., random cropping, color
jittering for images), and early stopping based on validation BLEU scores.

3. Evaluate System Performance using Multimodal Metrics

To evaluate the model overall using:

- Quantitative metrics: BLEU (1-4 gram), METEOR, and CIDEr scores to compare n-gram overlap and
semantic similarity to human-annotated captions.

- Qualitative analysis: Visual examination of produced captions to identify common errors (e.g., object
misclassification, incorrect spatial relations) and attain linguistic fluency.

- Computational benchmarks: Epoch training time, GPU memory consumption, and inference latency to
enable real-world deployment.
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4. Establish Limitations and Propose Future Enhancements

For the critical evaluation of the model's limitations, for instance, its inability to resolve lexical ambiguity
(e.q., to differentiate "bank" as a riverbank or bank) or to pick up on subtle visual details (e.g., textures,
subtle emotions). According to these findings, the research will promote

- Attention mechanisms(e.g., spatial attention, transformer-based cross-attention) to dynamically attend to
image regions while generating captions.

- Multimodal transformer models (e.g., Vision-Language Pre-trained Models) to replace the CNN-LSTM
pipeline, enabling parallel computation and stronger context modeling. - Tailored adaptations(such as
medical image, social media post) by transfer learning and fine-tuning to concrete targets. This broader
definition marks the technical scope and places each goal within the context of more significant challenges
in image captioning research, focusing on innovation, usefulness, and incremental progress[5].

CNNs excel at capturing the hierarchical structure of visual data, using deep layers to learn abstract
representations of images for object and pattern detection. Models like VGG16, ResNet-50, and Inception
V3 are commonly used for their varying advantages in feature resolution and depth[1][2].

LSTMs serve as decoders due to their capability to model sequences and maintain contextual integrity
across longer distances. Unlike traditional RNNs, LSTMs mitigate the vanishing gradient problem, helping
to preserve the semantic flow. Caption generation involves predicting words based on the image vector and
previously generated words, with start and end tokens included to improve sentence boundary recognition
and syntactic accuracy during inference. Overcome the vanishing gradient problem, allowing them to
preserve semantic flow across longer sentences.Guessing a word for each time step depending on the image
vector and past generated words is the caption generating challenge. By including start and end tokens in
preprocessing, the model is guaranteed to identify sentence boundaries, improving grammatical correctness
during inference.

1. METHODS
CNN e |
hy L hy oy k L | Generate
= = | caption
ey |

1. Dataset and Preprocessing

We use the Flickr8k dataset, which consists of 8,000 images with five human-annotated captions each.
Images are resized and normalized to meet the input requirements of the chosen pre-trained CNN (e.g.,
InceptionVV3 or ResNet50). Captions are cleaned Dataset and Preprocessing.

We utilize the Flickr8k dataset, which contains 8,000 images, each accompanied by five human-annotated
captions. The images are resized and normalized to meet the input requirements of the selected pre-trained
convolutional neural networks (CNN), such as InceptionV3 or ResNet50. The captions are cleaned,
tokenized, and converted into sequences of word indices, with rare words filtered out to reduce the
vocabulary size.
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2. Model Architecture

- CNN Encoder: A pre-trained CNN extracts high-level feature vectors from the input images, serving as
the context for caption generation.

- LSTM Decoder: The Long Short-Term Memory (LSTM) network receives the image feature vector and
generates the caption sequentially, one word at a time. An embedding layer transforms word indices into
dense vectors, while a dense output layer with softmax activation predicts the following word in the
sequence.

- Training: The model is trained using categorical cross-entropy loss and the Adam optimizer. Data
generators manage batching and sequence padding. Regularization techniques such as dropout and early
stopping are implemented to prevent overfitting.d, tokenized, and converted into sequences of word indices,
with rare words filtered out to reduce vocabulary size.

3. Model Architecture

CNN Encoder: A pre-trained CNN extracts high-level feature vectors from input images, which are then
used as the context for caption generation.

LSTM Decoder: The LSTM receives the image feature vector and sequentially generates the caption, one
word at a time. An embedding layer transforms word indices into dense vectors, and a dense output layer
with softmax activation predicts the following word in the sequence[3][5].

Training: The model uses categorical cross-entropy loss and the Adam optimizer. Data generators handle
batching and sequence padding. Regularization techniques such as dropout and early stopping are employed
to prevent overfitting.

IV. RESULTS

The proposed image caption generation system, based on a CNN-LSTM architecture and evaluated on the
Flickr8k dataset, demonstrates competitive performance in both quantitative and qualitative assessments. The
following results summarize the system’s effectiveness, benchmarking, and observed limitations, with
reference to recent advancements in the field.

1. Quantitative Evaluation
- BLEU Scores:

The model achieved a BLEU-1 score of 0.66 and a BLEU-4 score of 0.22 on the Flickr8k test set, aligning
with prior literature for CNN-LSTM baselines[16][17]. These scores indicate the model’s ability to generate
captions with high unigram accuracy and reasonable n-gram coherence.

- Comparison with Literature:

Similar architectures reported in recent surveys and reviews have achieved BLEU-1 scores in the range of
0.60 -- 0.68 and BLEU-4 scores up to 0.25 on comparable datasets[16][17]. This consistency validates the
robustness of the implemented approach.

- Computational Efficiency:

The average inference time per image was under 0.5 seconds on a standard GPU, demonstrating the
practicality of the model for real-time applications.
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2. Qualitative Analysis

- Caption Quality:

Generated captions were generally relevant, accurately identifying primary objects and actions in the
images. For example, images depicting “a dog running on the grass” or “a child playing with a ball” were
described with appropriate and fluent sentences.

- Error Patterns:

The model occasionally struggled with complex scenes involving multiple objects or relationships,
sometimes omitting secondary details or misidentifying less frequent objects. This is a common limitation for
models trained on relatively small datasets like Flickr8k[16][17].

3. Comparative and Contextual Discussion
- Advancements Over Template-Based Methods:

The CNN-LSTM model outperforms template-based and retrieval-based methods by generating more
flexible and contextually appropriate captions[16][17].

- Limitations Compared to State-of-the-Art:

While effective, the model does not yet match the performance of recent transformer-based and attention-
augmented architectures, which have demonstrated superior results on larger and more diverse
datasets[13][17].

- Potential for Enhancement:

Incorporating context-aware attention mechanisms or vision-language pre-training, as highlighted in recent
studies, could further improve caption accuracy and contextual relevance[11][13][17].

These results confirm that the implemented CNN-LSTM system is competitive with established baselines,
producing accurate and fluent captions for most images. However, future work should focus on integrating
attention mechanisms and transformer-based architectures to close the gap with state-of-the-art performance
and address the challenges of complex scene understanding[11][13][16][17].

V. DISCUSSION

Our CNN-LSTM image caption generator achieves BLEU-1 scores up to 0.66 on the Flickr8k test set,
demonstrating its ability to generate relevant and grammatically sound captions. The system effectively
recognizes and describes everyday objects and actions but occasionally struggles with complex relationships
or less frequent vocabulary, consistent with findings in recent studies[1][3][4].The model's dependence on
fixed-length context and absence of explicit attention mechanisms can impair performance on images with
multiple salient regions or complex interactions[1][2][8], but integration testing ensures stable data flow
between modules and unit tests verify the accuracy of preprocessing and model components. Future work
should incorporate attention layers to dynamically focus on relevant image areas during caption generation
and explore transformer-based architectures for improved context modelling and scalability[7][8]. Expanding
to Our CNN-LSTM image caption generator achieves BLEU-1 scores of up to 0.66 on the Flickr8k test set,
demonstrating its ability to generate relevant and grammatically correct captions. The system effectively
recognizes and describes everyday objects and actions but sometimes struggles with complex relationships or
less common vocabulary, which is consistent with findings from recent studies. Integration testing confirms
a robust data flow between modules, while unit tests validate the accuracy of the preprocessing and model
components.

However, some limitations remain. The model's reliance on fixed-length context and the absence of explicit
attention mechanisms can hinder its performance on images that contain multiple important regions or
intricate interactions. Future work should incorporate attention layers to dynamically focus on relevant areas
of an image during caption generation and explore transformer-based architectures for improved context
modelling and scalability.Enhancing caption quality and overall system utility also requires integrating user
feedback, implementing multilingual capabilities, and branching out to larger and more varied datasets. More
extensive and more diverse datasets, implementing multilingual capabilities, and integrating user feedback
are additional directions for enhancing caption quality and system utility.
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