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Abstract: Emotional stability plays a vital role in personal well-being and everyday functioning. This research 

explored the use of data analytics to evaluate and comprehend emotional stability, concentrating on 

psychological, behavioral, and environmental elements like stress. By examining survey responses, 

communication trends, and psychological evaluations, the study compared the reliability of the Cronbach and 

Omega methods. Gated Recurrent Unit (GRU) models were employed to forecast stress levels among student 

groups. The research developed predictive models for outcomes such as overall emotional stability, the risk 

of mental health problems, academic satisfaction, perceived social support, and stress levels. The analysis 

aimed to identify significant connections between input features and predicted outcomes, assess model 

performance using relevant metrics, and determine the importance of individual attributes in predicting 

students' well-being. It also offers valuable insights into the quantitative measurement of emotional stability 

and its variations in different situations. 

Keywords : Cronbach’s Alpha, Omega method,  Psychometric Analysis, RNN, LSTM,GRU.  

I. INTRODUCTION 

In recent years, student mental health has become a growing concern across educational institutions 

worldwide [2]. Emotion is complex set of interactions among subjective and objective factors, medicated by 

neural hormonal system, which can give rise to affective experience such as feelings of arousal, pleasure, 

displeasure; generate cognitive process such as emotionally relevant perceptual effects, appraisals, labeling 

processes; activate widespread physiological adjustments to the arousing conditions and lead to behavior that 

is often, but not always expressive, goal directed, and adaptive [5].With the increasing demands of academic 

performance, social expectations, and personal challenges, many students experience heightened levels of 

stress, anxiety, and emotional imbalance. Among various psychological factors, emotional stability plays a 

crucial role in shaping a student’s ability to cope with pressure, maintain focus, and achieve academic success. 

Emotional stability refers to an individual's capacity to remain calm, composed, and resilient in the 

face of emotional stressors [11]. Students with higher emotional stability tend to  demonstrate better learning 

outcomes, effective communication, and stronger interpersonal relationships. In this paper we have tried to 

understand the emotional stability of students, using the deep learning concept, on data collected through an 

online survey. 

 The paper is structured as follows: Section II talks about the background and related data, followed 

by a conclusion and future directions in Section III. 
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II. BACKGROUND AND RELATED WORK 

Emotional instability can lead to mental health issues, reduced academic engagement, and even dropout risks. 

Based on the findings of scientists in the area of social-psychological adaptation, Emotional stability is 

measured as a process of interaction between a personality and social environment, leading to effective 

adaptation or customization to the social environment [4][1]. A study investigated the relationship between 

emotional stability, motivation, and online study skills among first-year undergraduate students at a public 

university in eastern Malaysia during the COVID-19 pandemic. The research aimed to understand these 

factors in the context of online learning from home where both male and female students reported low levels 

of emotional stability (mean = 2.20 and 2.19, respectively) [10]. 

The Gated Recurrent Unit (GRU) algorithm, a variant of RNNs, further enhanced the  capabilities of emotion 

recognition from EEG data. GRUs introduced specialized gating mechanisms that regulate the flow of 

information within the network, addressing the vanishing and exploding gradient problem encountered in 

standard RNNs [14].Emotion recognition from electroencephalogram (EEG) signals is a thriving field, 

particularly in neuroscience and Human-Computer Interaction (HCI) which aims to understand and improve 

the behaviour pattern) as the framework for the textual analysis of apprehensions/themes floodlit the 

predictive accuracy of emotional state classification through metrics such as valence, arousal, dominance, and 

likeness by applying a Long Short-Term Memory (LSTM) network to analyze EEG signals [15]. A research 

based on employers; stability engaged a qualitative method with reliance on secondary data; the study also 

used the self-efficacy theory (ability to execute a particular discussion, conclusion, and recommendations 

[12]. Emotional intelligence has been used to determine emotional stability [9]. 

 

A. METHODOLOGY 

Data science is a process of analysing massive amounts of data to extract valuable knowledge from it. 

Figure 1 depicts the data science process: 

 

 
Figure 1: Data Science Process 

1. Data Collection Method 

An online survey was conducted to assess students' emotional experiences, stress levels, coping mechanisms, 

and mood fluctuations. Initially with above 200 responses(secondary data), we checked the reliability by using 

Cronbach’s Alpha and McDonald's Omega method. Statistical analysis involved gaining proficiency in using 

statistical software (e.g., Excel, Python, SPSS, Jamovi 2.6.2) to analyze survey data and applying descriptive 

and inferential statistical techniques to interpret the data. Table 1 depicts the Survey Design table and Figure 

2 depicts the screenshot of the response sheet. 
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      Table 1 : Survey Design Table 

 

 

 
 

Figure 2 : Screenshot of the Response Sheet 

We checked the reliability of the questions with two methods : Cronbach’s Alpha and McDonald's Omega. 

a) Cronbach’s Alpha Method:  
Cronbach's alpha (CA) presents significant potential in environmental health assessment. This metric plays a 

crucial role in ensuring the reliability of measurement instruments, guaranteeing that they consistently capture 

the intended constructs across various situations and over time. This review centers on exploring the 

capabilities of measures of internal consistency [9]. Cronbach's alpha is a statistic that measures how well a 

set of items in a survey or test are correlated, and therefore how reliable the items are. How to improve 

Cronbach's alpha Reword ambiguous questions, Refine the content to better match the construct, Remove 

redundant items, and Introduce new itemsThe Cronbach’s alpha is the most widely used method for estimating   

internal consistency reliability.[2]   

b) McDonald's Omega(Omega coefficient)Method:-  

McDonald's omega (ω) is a method for estimating the reliability of a test or questionnaire. Omega is less likely 

to be affected by deviations from assumptions. It's considered more robust than Cronbach's alpha.Using 

methods such as the  Omega coefficient to assess the consistency of the   data. 

Cronbach’s Alpha and McDonald’s Omega are commonly used for reliability estimations. The alpha 

uses inter-item correlations while omega is based on a factor analysis result [8]. Figure 3 depicts the 

comparison of Cronbach and Omega method by using Jamovi tool: 

                                          

Figure 3: Comparison of Cronbach and Omega method 

Target Population Adults aged 16-35 

Sample Size 700 participants 

Survey Tool Online questionnaire comprising 25 items 

Metrics Likert scale (1-5), where 5 indicates 'strongly disagree' and 1 

indicates 'strongly agree' 

Analysis Technique for 

Survey Data 

Import the survey data into a statistical software (e.g. Python, 

SPSS, Excel, Jamovi) 
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The same online survey comprising 25 questions was circulated again to assess students' emotional 

states. The survey was distributed widely, resulting in approximately 700 responses. This substantial dataset 

served as the foundation for our analysis. To predict students' emotional stability, we implemented a Gated 

Recurrent Unit (GRU) model, a type of recurrent neural network known for its effectiveness in processing 

sequential data. The GRU model was trained on the collected responses, allowing it to identify patterns and 

correlations between various factors and emotional stability outcomes. 

2. Data Cleaning and Transformation 

The data preprocessing pipeline for the student emotional survey involves several key steps. Value 

Replacement transforms categorical responses into numeric values using a predefined mapping dictionary. 

Data Type Inference automatically detects and converts columns to appropriate data types, enhancing data 

consistency. Numeric Column Selection retains only numeric columns, eliminating non-numeric data. 

Missing Value Imputation addresses data gaps by filling NaN values with the most frequent value in each 

column. 

The process involves two key steps: calculating an Emotional Stability Score and categorizing emotional 

stability. First, the Emotional Stability Score is computed by summing the numerical values of all indicator 

columns (survey responses) for each participant. This calculation assumes that higher scores may correlate 

with lower emotional stability, depending on the defined response_map. Second, a function called 

categorize_stability is implemented to assign categorical labels ('High', 'Normal', 'Low') to participants based 

on their Emotional Stability Score. These labels are determined using predefined score ranges, allowing for a 

more intuitive interpretation of the numerical scores. 

 

B. MODEL BUILDING AND CONCRETIZATION 

Model building is a systematic process of creating a representation of reality using data and algorithms to gain 

insights, make predictions, or support decision-making. Figure 4 depicts the flow diagram of Model Building: 

 
Figure 4 : Model Building 

 
 

1. Model Selection 

The LSTM block is composed of a state unit and three gating units: forget gate, input gate, and output gate. 

At a high level, the state unit handles the information transfer between the input and the output, and contains 

a self-loop. The gating units, which simply set their weights to a value between 0 and 1 via a sigmoid function, 

control the amount of information that is going to come from the input, go to the output, and be forgotten 

from the state unit [6]. 

Empirical work has shown that the key components of the LSTM are the forget gate and the output 

activation functions, and that there is no significant difference in terms of accuracy when comparing an LSTM 

with its other variants (Greff, Srivastava, Koutník, Steunebrink, &  Schmidhuber, 2017). A variant of the 

LSTM is the gated recurrent unit (GRU; Cho et al., 2014), which simplifies the structure of the LSTM using 

a slightly different combination of gating units. Specifically, they lack the output gate, which exposes the full 

hidden content to the output [6]. 

LSTM and GRU- The combination of Long Short-Term Memory (LSTM) [13] with Gated Recurrent Unit 

(GRU) stands as the preferred choice among scientists for implementing Recurrent Neural Networks (RNNs) 

to handle time-dependent information originating from speech and text and physiological signals. 

Experiments conducted with speech compounded with eight different types of noises reveal that GRU incurs 

an 18.16% smaller run-time while performing quite comparably to the Long Short-Term Memory (LSTM), 

which is the most popular Recurrent Neural Network proposed to date [3]. Figure 5 depicts the Neural 

Network of LSTM and GRU architecture:  
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Figure 5 : Neural Network of LSTM and GRU 

2. Model Validation  

Model validation is the process of evaluating the performance of a machine learning model on data that was 

not used during its training. For validation we tried with two validation techniques which is given below: 

 

i. Stratified Sampling - The train_test_split function from scikit-learn divides the dataset into training 

(80%) and testing (20%) subsets, with stratification and shuffling. 

Using stratify=y ensures that the class distribution in y is preserved in both splits, which is 

crucial for imbalanced datasets. Setting random_state=42 fixes the random seed for reproducibility, 

guaranteeing the same split each time the code runs.  It preserves class distribution, prevents ordering 

biases, and ensures reproducibility through a fixed random seed.  

ii. K-fold cross validation -  K-fold cross-validation is a technique used in machine learning to 

evaluate the performance of a model by splitting the dataset into K groups (folds).  

3. Model Performance and Concretization 

By using the K-Fold validation technique , the dataset is divided into two folds as K = 2 , the accuracy is very 

less compared with Stratify validation technique. So in this research we followed the Stratified validation. 

Figure 6 depicts the accuracy using K- fold validation and Stratified validation: 

 

Figure 6 : Accuracy using K- fold validation and Stratified validation 
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a) Model Summary :  

This model has been implemented with three main layers : Layer1, Layer2 and the Dense layer.The Summary 

of GRU model has been depicted in Figure 7. 

 
GRU Model Summary 

 
LSTM Model Summary 

 

Figure 7 : GRU and LSTM Model Summary using Stratify Validation 

The LSTM model achieved an accuracy of 87.31%, while the GRU model slightly outperformed it with an 

accuracy of 93.28%.The Figure 8 depicts the sample output of emotional stability analysis based on GRU. 

 

Figure 8: Sample Output of Emotional stability and Stress analysis based on GRU 

 

III. CONCLUSION  AND FUTURE SCOPE 

This study explored the use of machine learning techniques—specifically Long Short-Term Memory 

(LSTM) and Gated Recurrent Unit (GRU) networks—for analyzing and predicting emotional stability among 

students. While both algorithms demonstrated the ability to capture temporal patterns and emotional 

fluctuations, GRU outperformed LSTM in terms of prediction accuracy, training efficiency, and 

computational simplicity. The final predictions generated by the GRU model effectively classified students 

into emotionally stable and emotionally unstable categories.  

Emotional stability is linked to improved academic performance through better concentration, time 

management, and decision-making, with interventions based on emotional insights helping to improve focus, 

reduce exam stress, and boost outcomes. By tracking patterns of emotional instability, schools can detect 

mental health issues early, enabling proactive counseling and psychological intervention. Integrating 

emotional stability analysis with career guidance tools can recommend paths aligned with a student's 

temperament and stress-handling capacity, placing them in roles where they are likely to thrive emotionally 

and intellectually. Additionally, emotion-adaptive learning systems can personalize learning pathways by 

adjusting difficulty, pace, and style of content delivery based on a student's emotional readiness and mental 

resilience, with AI recommending learning materials or switching modes depending on stress or mood levels. 
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