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Abstract: The growing application of artificial intelligence (AI) in medical imaging has significantly 

improved diagnostic capabilities. However, the high computational demands of deep learning models have 

raised concerns regarding energy consumption and environmental sustainability. This paper explores an 

innovative green computing approach to optimizing AI-based medical imaging systems. By leveraging 

model pruning, quantization, and edge computing, this paper propose an energy-efficient framework that 

minimizes carbon footprints while maintaining diagnostic accuracy. The study evaluates the energy savings 

and performance trade-offs in MRI, CT scans, and X-rays, comparing traditional AI-based models with 

optimized green AI systems. Experimental results indicate that sustainable AI models can significantly 

reduce energy consumption without compromising diagnostic efficiency. This research provides a 

foundation for further advancements in eco-friendly AI applications in healthcare. 

Index Terms - Green computing, AI in medical imaging, energy-efficient deep learning, sustainable 

healthcare, edge computing 

I. INTRODUCTION 

The increasing reliance on AI-driven solutions in medical imaging has transformed disease detection and 

diagnosis, offering unprecedented accuracy in interpreting complex scans. However, the computational 

power required for deep learning models, particularly in applications such as MRI, CT scans, and X-ray 

analysis, results in substantial energy consumption. This high demand poses both economic and 

environmental challenges, contributing to the carbon footprint of healthcare systems. 

Green computing, which focuses on reducing energy consumption in computational processes, has gained 

traction in the medical field. By optimizing deep learning architectures, employing lightweight models, and 

leveraging edge computing, it is possible to develop AI-driven diagnostic tools that consume significantly 

less power. This paper presents an energy-efficient AI framework for medical imaging, demonstrating its 

potential to maintain diagnostic accuracy while reducing energy usage. 

1.1 Problem Statement 

Traditional AI models for medical imaging require high-performance computing (HPC) resources, 

leading to excessive energy consumption. With the growing demand for AI-driven healthcare solutions, it is 

crucial to explore sustainable methodologies that balance accuracy and efficiency without compromising 

patient outcomes. 
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1.2 Research Objectives 

 Develop and implement an energy-efficient AI framework for medical imaging. 

 Optimize deep learning models using pruning, quantization, and edge computing techniques. 

 Evaluate the impact of green AI on energy consumption and diagnostic accuracy. 

 Compare traditional AI models with optimized green AI models. 2.1 AI in Medical Imaging. 

II. Literature Review 

Deep learning-based AI models have significantly improved medical imaging interpretation, assisting 

radiologists in diagnosing diseases such as cancer, neurological disorders, and cardiovascular diseases. 

Convolutional Neural Networks (CNNs) and Transformer-based models are widely used for image 

classification, segmentation, and anomaly detection. By introducing an energy-aware virtual machine (VM) 

placement model in a fog-based environment, the study aims to optimize energy usage while ensuring 

effective image segmentation for early diagnosis [2]. By adopting green practices alongside AI prediction, 

healthcare organizations can enhance the sustainability and effectiveness of medical imaging processes. 

This approach minimizes environmental impact while improving disease diagnosis and patient care [3]. The 

proposed network achieves comparable or superior image quality to deeper architectures like ResUNet 

while significantly decreasing processing time and enhancing robustness, making it more suitable for 

clinical applications and contributing to sustainable practices in medical imaging [4]. As the demand for 

medical imaging increases due to the rise of diseases like COVID, diabetes, and cancer, it is crucial for 

radiology departments to adapt their procedures. This involves adopting eco-friendly technologies and 

practices that minimize environmental impact while maintaining the effectiveness of diagnostic imaging, 

ultimately contributing to a more sustainable healthcare industry [21].  The significant carbon footprint 

associated with radiology informatics, driven by energy-intensive equipment and computing processes. It 

advocates for the development of a standard eco-label for radiology tools, similar to Energy Star, to promote 

environmentally conscious decisions among radiologists and informatics leaders, ultimately aiming to 

enhance sustainability in clinical practices while maintaining quality patient care [21].  to enhance medical 

image computing, which can indirectly contribute to green computing by optimizing resource usage and 

reducing energy consumption through efficient data manipulation and processing across distributed 

networks [8]. pre-trained deep learning models, specifically the Google ViT model, for medical imaging. It 

highlights the significant carbon footprint associated with this process, revealing that each hyper-parameter 

fine-tuning experiment consumes approximately 0.18 kWh of energy and produces 0.066 kg of CO2 

emissions [22]. Green computing in medical imaging involves adopting energy-efficient technologies, 

reducing waste, and optimizing imaging protocols to minimize environmental impact. By implementing 

sustainable practices, radiologists can help mitigate climate change effects while maintaining high-quality 

patient care [23]. The paper introduces Green Learning, a next-generation AI model aimed at improving 

prostate cancer imaging while addressing the limitations of traditional deep learning methods, such as high 

energy consumption and lack of transparency [24].  It emphasizes the potential of AI to enhance 

environmental sustainability by reducing MRI scan times, improving scanner scheduling efficiency, and 

optimizing decision-support tools to minimize low-value imaging [25]. 

2.2 Energy Consumption Challenges in AI 

Studies indicate that training deep neural networks requires large-scale GPUs or cloud computing 

resources, leading to high power consumption. According to recent research, a single AI model can emit 

as much carbon dioxide as five cars over their entire lifespan. Addressing this challenge necessitates 

sustainable computing solutions that reduce the environmental impact. 

2.3 Green Computing in AI 

Green AI focuses on optimizing computational efficiency through methods such as: 

 Model Pruning: Removing redundant parameters to reduce computational load. 

 Quantization: Using lower precision (e.g., INT8 instead of FP32) to decrease power consumption. 

 Edge Computing: Running AI models locally on low-power medical devices instead of cloud 

servers. 
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Several studies have proposed green AI frameworks, but their application in medical imaging remains 

underexplored. This paper bridges this gap by implementing and evaluating a green computing-based AI 

framework for medical diagnosis. 

III. Methodology 

3.1 Proposed Framework 

Our proposed Energy-Efficient AI Framework (EE-AIF) consists of three main components: 

1. Model Pruning & Quantization 
o It apply structured pruning to remove less significant neurons from deep learning models. 

o Quantization reduces precision from floating-point to integer operations, decreasing 

computational cost. 

2. Edge Computing Implementation 
o Instead of relying on cloud servers, lightweight AI models run on edge devices (e.g., 

embedded medical systems, mobile devices). 

o This shift reduces data transmission energy and enhances processing speed. 

3. Performance Evaluation Metrics 
o Energy Consumption: Measured using power meters on GPUs, CPUs, and edge devices. 

o Accuracy & Sensitivity: Ensuring the AI model retains its diagnostic reliability. 

o Inference Time: Comparing processing speed between traditional and optimized models. 

3.2 Experimental Setup 

 Dataset: Publicly available MRI, CT scan, and X-ray datasets from medical imaging repositories. 

 Deep Learning Models: ResNet-50, EfficientNet, and Vision Transformers. 

IV. Results and Discussion 

 4.1 Energy Consumption Reduction 

The optimized green AI models showed a 40% reduction in power usage compared to traditional 

deep learning models. The introduction of edge computing further decreased the energy 

requirements by 25% due to localized processing. 

 4.2 Accuracy and Sensitivity 

Despite optimization, the green AI models maintained an accuracy of 97.2%, only 0.8% lower than 

traditional models, indicating that computational efficiency does not significantly compromise 

diagnostic performance. 

 4.3 Inference Speed Improvement 

Edge-based AI models showed a 35% reduction in inference time, allowing faster diagnostics 

without excessive computational burden. This enhancement makes green AI practical for real-time 

medical applications. 

 4.4 Comparative Analysis 

Model Type Energy Consumption (W) Accuracy (%) Inference Time (ms) 

Traditional AI 150W 98% 200ms 

Pruned AI 90W 97.5% 150ms 

Quantized AI 80W 97.2% 130ms 

Edge AI 60W 96.8% 90ms 

 These results demonstrate that green AI solutions significantly reduce power usage while 

maintaining high diagnostic performance. 
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V. Conclusion and Future Work 

5.1 Summary 

This research presents an energy-efficient AI framework for medical imaging, integrating pruning, 

quantization, and edge computing to minimize energy consumption. The results highlight that optimized 

AI models reduce power usage by up to 40% while maintaining a high diagnostic accuracy of 97.2%. 

5.2 Future Directions 

 Integration with IoT-based medical systems for real-time energy-efficient diagnostics. 

 Exploring FPGA-based AI accelerators for even greater power efficiency. 

 Extending research to other medical AI applications, such as pathology and genomics. 

By adopting green computing principles, healthcare institutions can implement AI solutions that are not 

only accurate but also environmentally sustainable. 
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