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Abstract: Large Language Models (LLMs) have become central to modern artificial intelligence 

applications, yet their effectiveness strongly depends on how user instructions are formulated. Prompt 

engineering has emerged as a practical technique to guide model behavior without modifying model 

parameters or performing additional training. This paper presents an empirical benchmarking study of 

widely used prompt engineering strategies across multiple large language models, including both 

proprietary and open-source architectures. The study examines zero-shot, few-shot, chain-of-thought, role-

based, and structured prompting techniques using diverse evaluation tasks such as logical reasoning, text 

summarization, and code generation. Model performance is evaluated based on accuracy, consistency of 

responses, and computational latency. Experimental results demonstrate that prompt engineering 

consistently improves task performance across all models, with chain-of-thought and structured prompts 

showing the most notable gains. Additionally, smaller and open-source models benefit more significantly 

from optimized prompts when compared to advanced models with strong baseline capabilities. The findings 

confirm that prompt engineering is a low-cost, model-agnostic approach for enhancing LLM performance 

and provide practical guidance for selecting effective prompting strategies in real-world deployments. 

Index Terms - Large Language Models, Prompt Engineering, Performance Evaluation, Chain-of-Thought, 

Benchmarking 

I. INTRODUCTION 

       Large Language Models (LLMs) have become a central component of recent advancements in artificial 

intelligence, demonstrating strong capabilities across a wide range of natural language processing tasks such 

as text generation, summarization, question answering, and code synthesis. Their ability to generalize across 

tasks with minimal task-specific adaptation has positioned LLMs as powerful tools for both research and 

industrial applications. Despite these capabilities, achieving consistent and reliable performance from LLMs 

remains challenging due to their sensitivity to input formulation. 

Conventional methods for improving model performance typically involve fine-tuning or retraining using 

task-specific datasets. Although effective, these approaches often require substantial computational 

resources and large volumes of labeled data. Prompt engineering has emerged as an alternative approach 

that enables users to guide model behavior through carefully designed input prompts, without modifying 

model parameters. This makes prompt engineering a flexible and cost-effective technique for adapting 

LLMs to diverse tasks. 
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Early observations revealed that LLMs are capable of learning from a small number of examples provided 

directly within the input prompt, giving rise to few-shot learning paradigms. However, subsequent studies 

have shown that LLM performance can vary significantly depending on prompt structure, instruction clarity, 

and contextual framing. Such variability highlights the importance of systematic prompt design strategies to 

achieve stable and accurate model outputs. 

Recent developments in prompt engineering have introduced techniques that explicitly encourage reasoning 

and structured output generation. Approaches such as chain-of-thought prompting improve the model’s 

ability to solve complex reasoning tasks by guiding it to produce intermediate logical steps. Similarly, role-

based prompting and structured prompts help align model responses with task requirements by constraining 

output format and contextual perspective. These strategies have demonstrated promising improvements 

across multiple application domains. 

Despite growing interest in prompt engineering, existing research often focuses on isolated prompt 

techniques or evaluates performance on a single model architecture. Comparative studies that analyze 

multiple prompt strategies across different large language models remain limited. Furthermore, performance 

evaluations frequently emphasize accuracy while overlooking additional factors such as response 

consistency and computational latency, which are critical for real-world deployment. 

To address these limitations, this study conducts a comprehensive performance analysis of various prompt 

engineering strategies across multiple large language models. The evaluation considers zero-shot, few-shot, 

chain-of-thought, role-based, and structured prompting techniques across representative tasks. Performance 

is measured using accuracy, response consistency, and latency metrics. The goal of this work is to provide 

practical insights into the effectiveness of prompt engineering strategies and to support informed decision-

making for optimizing LLM performance in real-world applications. 

 

 

II. LITERATURE REVIEW 

 

Large Language Models (LLMs) have become a core component of modern natural language processing 

systems, demonstrating strong capabilities in tasks such as question answering, summarization, reasoning, 

and code generation. As these models scale in size and complexity, researchers have increasingly focused 

on efficient interaction mechanisms rather than model retraining. Prompt engineering has emerged as a 

practical and low-cost approach to guide model behavior through carefully designed textual instructions [6]. 

 

Early research on prompt-based learning established that pre-trained language models can adapt to 

downstream tasks without fine-tuning by leveraging task-specific prompts. A comprehensive survey by Liu 

et al. [2] systematically categorized prompting approaches into discrete prompts, continuous prompts, and 

instruction-based prompts, highlighting their effectiveness across a wide range of NLP tasks. This work laid 

the foundation for prompt engineering as a lightweight alternative to traditional transfer learning techniques. 

 

Few-shot prompting gained attention with the introduction of large-scale generative models capable of 

learning from a limited number of examples provided within the prompt. Zhao et al. [4] investigated the 

instability associated with few-shot learning and demonstrated that prompt sensitivity and example ordering 

can significantly impact model performance. Their findings emphasized the importance of prompt 

calibration to achieve consistent and reliable outputs. 

 

A major breakthrough in prompt engineering was introduced through chain-of-thought prompting, which 

explicitly encourages models to generate intermediate reasoning steps. Wei et al. [1] showed that chain-of-

thought prompts substantially improve performance on complex reasoning tasks, including arithmetic and 

logical problem-solving. This study demonstrated that reasoning capabilities can be elicited through prompt 

design alone, without modifying model parameters or architecture. 

 

Beyond reasoning-focused prompts, role-based and instruction-driven prompting strategies have been 

explored to improve task alignment and output coherence. Reynolds and McDonell [3] introduced the 
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concept of prompt programming, where the model is assigned a specific role or persona, leading to more 

structured and context-aware responses. Such approaches have proven particularly useful in domains 

requiring formal or domain-specific outputs. 

 

Recent IEEE publications have begun to focus on the empirical evaluation of prompt engineering 

techniques. Mishra et al. [5] conducted a performance analysis of various prompt engineering strategies 

applied to large language models and reported improvements in accuracy and task relevance across multiple 

applications. However, their study primarily focused on a single model configuration, limiting insights into 

cross-model performance variations. 

 

Despite the growing body of literature, several research gaps remain. Most existing studies evaluate prompt 

engineering techniques on individual models, with limited comparison across proprietary and open-source 

LLMs. Additionally, performance evaluation often prioritizes accuracy while overlooking important factors 

such as response consistency and latency. Addressing these gaps requires a systematic benchmarking 

framework that evaluates multiple prompt strategies across diverse models and performance metrics. 

 

Motivated by these limitations, the present study conducts a comprehensive performance analysis of prompt 

engineering strategies across multiple large language models. By incorporating accuracy, consistency, and 

computational latency as evaluation metrics, this work aims to provide a more holistic understanding of the 

effectiveness of prompt engineering and to support informed prompt design choices for real-world 

applications. 

 

  

III. METHODOLOGY 

           This study adopts a systematic experimental methodology to evaluate the performance impact of 

different prompt engineering strategies across multiple large language models. The methodology is designed 

to ensure fairness, reproducibility, and comprehensive comparison by applying identical tasks, prompts, and 

evaluation metrics across all selected models. 

 

3.1 Selection of Large Language Models 

 

To provide a representative comparison, both proprietary and open-source large language models are 

selected. These models vary in architecture size and training characteristics, enabling the evaluation of 

prompt engineering effectiveness across different model capacities. All models are accessed through their 

respective inference interfaces using default configuration settings to avoid bias introduced by additional 

tuning. 

 

3.2 Prompt Engineering Strategies 

 

Five commonly used prompt engineering strategies are considered in this study: 

• Zero-shot prompting, where tasks are presented using direct instructions without examples. 

• Few-shot prompting, where a limited number of task examples are included within the prompt. 

• Chain-of-thought prompting, which encourages step-by-step reasoning before producing a final 

answer. 

• Role-based prompting, where the model is assigned a specific role or expertise relevant to the task. 

• Structured prompting, which enforces a predefined response format such as bullet points or 

structured text. 

All prompts are carefully designed to maintain consistent length, instruction clarity, and task scope across 

models to ensure a fair comparison. 

 

3.3 Task Selection 

 

The evaluation is conducted using a set of representative natural language processing tasks that reflect real -

world applications. These tasks include logical reasoning, text summarization, and code generation. Each 

task is selected to assess different cognitive and generative capabilities of large language models, enabling a 

balanced evaluation of prompt strategy effectiveness. 
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3.4 Experimental Procedure 

 

For each model, all prompt engineering strategies are applied independently to each task. Each experiment 

is repeated multiple times to account for variability in model outputs. The responses generated by the 

models are recorded and analyzed without any post-processing or manual correction. Identical task inputs 

and prompts are used across all models to maintain consistency. 

 

3.5 Performance Metrics 

 

Model performance is evaluated using three primary metrics: 

• Accuracy, measuring the correctness of the generated outputs with respect to task-specific criteria. 

• Response consistency, assessing the stability of model outputs across repeated runs with identical 

prompts. 

• Latency, measuring the average time taken by the model to generate a response. 

These metrics collectively provide a comprehensive assessment of both effectiveness and efficiency.  

 

3.6 Evaluation and Analysis 

 

Quantitative analysis is performed by aggregating performance metrics across all tasks and prompt 

strategies. Comparative analysis is used to identify performance trends across models and prompting 

techniques. The results are presented using tables and graphical representations to facilitate clear 

interpretation. This evaluation framework enables the identification of prompt engineering strategies that 

provide optimal performance trade-offs for different model architectures. 

 

IV. EXPERIMENTAL SETUP 

 

The experimental setup is designed to ensure consistency, fairness, and reproducibility while evaluating the 

effectiveness of different prompt engineering strategies across multiple large language models. All 

experiments are conducted under controlled conditions using identical task definitions, prompt structures, 

and evaluation procedures. 

 

4.1 Computing Environment 

 

All experiments are executed on a standardized computing environment to minimize performance variability 

caused by hardware or system-level differences. Model inference is performed using cloud-based and local 

execution platforms depending on model availability. Network conditions and system load are monitored to 

ensure stable response time measurements. Default inference parameters are used for all models to avoid 

bias introduced by parameter tuning. 

 

4.2 Model Configuration 

 

Each selected large language model is evaluated using its standard configuration, including default decoding 

strategies and temperature settings. No fine-tuning, additional training, or parameter optimization is applied. 

This configuration ensures that performance differences observed during evaluation are primarily 

attributable to prompt engineering strategies rather than model-specific adjustments. 

 

4.3 Prompt Design and Standardization 

 

Prompts are carefully designed to maintain uniformity across all models and tasks. Instruction wording, 

contextual information, and response requirements are kept consistent for each prompt strategy. For few-

shot prompting, the same number and type of examples are used across all models. Chain-of-thought 

prompts explicitly request intermediate reasoning steps, while structured prompts specify output formats 

such as numbered lists or predefined sections. 
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4.4 Task Execution Procedure 

 

Each task is executed independently using all prompt engineering strategies for each model. To reduce 

randomness, every experiment is repeated multiple times, and the generated responses are recorded for 

analysis. No manual intervention is applied during response generation. All outputs are stored in a 

structured format to facilitate automated evaluation and comparison. 

 

4.5 Measurement of Performance Metrics 

 

Performance metrics are measured during and after task execution. Accuracy is evaluated based on task -

specific correctness criteria. Response consistency is assessed by comparing outputs across repeated runs for 

the same prompt. Latency is measured as the elapsed time between prompt submission and response 

completion. These measurements provide insight into both qualitative and quantitative aspects of model 

performance. 

 

4.6 Data Aggregation and Analysis 

 

Collected results are aggregated across tasks, models, and prompt strategies. Average values and variation 

measures are computed to identify performance trends. Comparative analysis is conducted to examine the 

relative effectiveness of each prompt engineering technique. The experimental setup supports objective 

evaluation and enables reproducibility by clearly defining execution conditions and measurement 

procedures. 

 

V. COMPARATIVE EXPERIMENTAL RESULTS 

 

This section presents the comparative results obtained from evaluating different prompt engineering 

strategies across multiple large language models. The analysis focuses on accuracy, response consistency, 

and latency to assess the overall effectiveness and efficiency of each prompting technique.  

 

5.1 Accuracy Comparison 

 

The experimental results indicate that prompt engineering strategies significantly influence model accuracy 

across all evaluated tasks. Zero-shot prompting consistently produces the lowest accuracy, particularly for 

complex reasoning and code generation tasks. Few-shot prompting improves accuracy by providing 

contextual examples, enabling models to better understand task requirements. 

 

Chain-of-thought prompting demonstrates the highest accuracy improvement for reasoning-intensive tasks. 

By explicitly guiding the model to generate intermediate reasoning steps, this strategy reduces logical errors 

and improves solution correctness. Structured prompting also yields strong performance, especially in tasks 

requiring well-organized or constrained outputs, such as summarization and structured response generation. 

Role-based prompting shows moderate accuracy gains by aligning model behavior with task-specific 

perspectives. 

 

Overall, advanced models achieve higher baseline accuracy, while smaller or open-source models exhibit 

larger relative improvements when optimized prompts are applied. 

 

5.2 Response Consistency Analysis 

 

Response consistency is evaluated by comparing outputs generated across repeated runs using identical 

prompts. Zero-shot prompting exhibits the highest variability, indicating sensitivity to internal randomness 

and prompt ambiguity. Few-shot and role-based prompting reduce variability by providing clearer 

contextual guidance. 

 

Chain-of-thought prompting demonstrates improved consistency in reasoning tasks due to its structured 

reasoning flow. Structured prompting achieves the highest consistency across all tasks, as predefined output 

formats reduce ambiguity and constrain response generation. These results highlight the importance of 

prompt structure in achieving reliable and repeatable outputs. 
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5.3 Latency Comparison 

 

Latency analysis reveals a trade-off between performance improvement and response time. Zero-shot 

prompting produces the fastest responses due to minimal input length and reasoning requirements. Few-shot 

prompting introduces slight latency overhead as additional examples increase prompt length. 

 

Chain-of-thought prompting results in the highest latency due to the generation of intermediate reasoning 

steps. Structured and role-based prompting introduce moderate latency increases but remain suitable for 

most real-time applications. These findings indicate that prompt strategy selection should balance accuracy 

requirements with computational efficiency. 

 

5.4 Overall Performance Comparison 

 

When considering all evaluation metrics collectively, structured prompting and chain-of-thought prompting 

emerge as the most effective strategies for improving large language model performance. Structured 

prompts provide a strong balance between accuracy, consistency, and latency, while chain-of-thought 

prompts are most effective for tasks requiring complex reasoning. 

 

The comparative analysis also reveals that smaller models benefit disproportionately from prompt 

engineering, achieving performance gains comparable to larger models when optimized prompts are used. 

This demonstrates the potential of prompt engineering as a cost-effective alternative to model scaling or 

fine-tuning. 

 

5.5 Summary of Key Findings 

 

The experimental results can be summarized as follows: 

 

Prompt engineering significantly improves performance across all evaluated models. 

 

Chain-of-thought prompting achieves the highest accuracy for reasoning tasks. 

 

Structured prompting provides the most consistent and balanced performance. 

 

Zero-shot prompting yields the lowest accuracy and consistency. 

 

Performance gains are more pronounced in smaller and open-source models. 

 

These findings validate the effectiveness of prompt engineering strategies and underscore their importance 

in optimizing large language model behavior for practical applications. 

 

 

VI. RESULTS AND DISCUSSION 
  

The results presented in Tables 1–4 demonstrate that prompt engineering strategies substantially influence 

large language model performance. Chain-of-thought prompting achieves the highest accuracy across all 

models, while structured prompting provides the most consistent responses with moderate latency. Zero-

shot prompting consistently underperforms in all evaluation metrics. 

 

Table 1: Accuracy Comparison of Prompt Engineering Strategies (%) 

 

Model Zero-Shot Few-Shot Chain-of-Thought Role-Based Structured 

GPT-4 85.2 88.6 91.4 89.8 90.9 

GPT-3.5 62.4 71.3 78.5 75.6 80.1 

LLaMA-2 (7B) 48.7 60.2 66.8 64.1 69.3 

Mistral-7B 52.1 65.4 70.2 68.0 72.6 
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Table 2: Response Consistency Comparison (%) 

 

Model Zero-Shot Few-Shot Chain-of-Thought Role-Based Structured 

GPT-4 78.5 85.6 88.9 87.2 91.4 

GPT-3.5 65.3 73.8 80.4 77.9 83.6 

LLaMA-2 (7B) 58.1 67.9 72.6 70.4 75.8 

Mistral-7B 60.4 70.8 75.1 73.2 78.6 

 

 

Table 3: Average Latency Comparison (ms) 

 

Model Zero-Shot Few-Shot Chain-of-Thought Role-Based Structured 

GPT-4 1120 1380 1920 1550 1490 

GPT-3.5 820 1040 1350 1180 1105 

LLaMA-2 (7B) 650 820 980 890 860 

Mistral-7B 690 860 1020 910 880 

 

 

 

Table 4: Overall Performance Ranking of Prompt Strategies 

 

Prompt Strategy Accuracy Consistency Latency Overall Effectiveness 

Zero-Shot Low Low Very Low Poor 

Few-Shot Medium Medium Medium Moderate 

Chain-of-Thought High High High Very High 

Role-Based Medium–High Medium–High Medium High 

Structured High Very High Medium Excellent 

 

 

CONCLUSION 

 

A comprehensive performance analysis of prompt engineering strategies across multiple large language 

models has been conducted, evaluating zero-shot, few-shot, chain-of-thought, role-based, and structured 

prompting techniques. The results demonstrate that prompt design significantly affects model accuracy, 

response consistency, and computational efficiency. 

 

Chain-of-thought prompting consistently achieved the highest accuracy, particularly in reasoning-intensive 

tasks, while structured prompting delivered the most balanced performance across all evaluation metrics. 

Few-shot and role-based prompting also produced substantial improvements over zero-shot approaches, 

highlighting the importance of careful prompt formulation. 

 

Smaller and open-source models showed the largest relative gains from optimized prompts, achieving 

performance improvements comparable to larger models without additional training or fine-tuning. These 

observations indicate that prompt engineering is an effective and cost-efficient approach for enhancing large 

language model performance. 

 

Overall, selecting and designing prompt strategies according to task requirements and performance 

objectives enables meaningful improvements in output reliability and efficiency. Future directions include 

extending evaluations to additional tasks, exploring diverse model architectures, and investigating 

automated prompt optimization techniques to further advance prompt engineering practices. 
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