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Abstract:  The advancement of diffusion-based generative models has significantly transformed controllable 

image synthesis, enabling realistic rendering across diverse domains such as editing, and semantic 

manipulation. Despite these developments, virtual try-on—the task of synthesizing high-fidelity images of a 

target person wearing a new garment—remains technically challenging due to complex interactions between 

human pose, garment geometry, occlusions, and appearance fidelity. Existing GAN-based and deformation-

based systems often struggle with texture misalignment, identity drift, and loss of garment details in high-

resolution scenarios.This paper  introduces SDM-VTON, a diffusion-based virtual try-on framework built 

upon the SDXL latent diffusion model and enhanced with Garment-Guided Cross-Attention (GGCA), a novel 

conditioning mechanism that integrates spatially aligned garment features into the U-Net denoising process. 

SDM-VTON includes (1) a multi-scale GarmentNet encoder–decoder that extracts hierarchical clothing 

features; (2) an image-conditioned adapter that injects CLIP-based semantic embeddings into transformer 

layers; and (3) a Try-On U-Net augmented to accept pose, segmentation, and mask priors for geometry-aware 

inpainting. 

The system is trained end-to-end in latent space, enabling identity preservation, accurate garment transfer, and 

superior texture reconstruction compared to prior state-of-the-art diffusion models such as LaDI-VTON and 

FITMI. Extensive experiments on the VITON-HD and Dress-Code datasets demonstrate that IDM-VTON 

achieves new benchmarks across SSIM, LPIPS, FID, KID, and CLIP Score. This work establishes SDM-

VTON as a robust, workspace-native virtual try-on system suitable for next-generation e-commerce, digital 

dressing rooms, and personalized fashion visualization. 

 

Index Terms - Virtual try-on, diffusion models, SDXL, cross-attention, CLIP, humanpose estimation, 

latent diffusion, semantic alignment. 

 

I. INTRODUCTION 

    Virtual try-on (VTON) seeks to generate a photorealistic image of a target person wearing a new garment 

without requiring physical trials, making it a core technology for modern fashion e-commerce, augmented 

reality (AR) platforms, and personalized avatar systems. With the rapid shift toward online shopping and 

digital retail ecosystems, consumer expectations for realistic garment visualization have increased 

significantly. An effective VTON model must simultaneously preserve the user’s identity, maintain consistent 

body geometry, accurately reproduce garment appearance, and handle complex visual challenges such as pose 

variation, fabric deformation, and occlusions [1], [2]. 

    Early virtual try-on systems relied heavily on geometric garment warping, particularly Thin-Plate Spline 

(TPS) transformations [19], to map clothing items onto the user’s body structure. Although intuitive, these 

pixel-space deformation approaches struggled with real-world clothing variability such as loose garments, 
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complex folds, or layered textures. As a result, geometric warping often produced texture distortion, 

misalignment, and unrealistic garment boundaries, particularly under large pose variations or when dealing 

with high-frequency patterns such as stripes, logos, and prints . 

    The advent of deep learning brought significant progress through segmentation-guided pipelines and GAN-

based virtual try-on modelsGAN-driven systems such as VITON [1], CP-VTON [2], ACGPN [5], and 

VITON-HD [3] improved realism using adversarial training, perceptual losses, and multi-stage refinement. 

Recent developments in cross-attention, multimodal conditioning, and structured guidance—such as 

transformers [14], IP-Adapter image-token injection [15], and pose-guided diffusion [18]—indicate the 

necessity of integrating fine-grained visual cues directly into the generative process. In response to these 

challenges, this paper introduces SDM-VTON, a diffusion-based virtual try-on framework that employs 

garment-guided cross-attention, multi-scale feature extraction, pose-aware conditioning, and latent inpainting 

to achieve state-of-the-art upper-body virtual try-on performance. By combining image-conditioned tokens, a 

dedicated GarmentNet feature encoder, and SDXL-compatible U-Net modifications, SDM-VTON overcomes 

the limitations of GAN-based and text-conditioned diffusion models, offering superior garment fidelity, 

identity preservation, and robustness across diverse poses and garment types. 

 

1.1 Motivation 

 

     The motivation behind this project came from a common problem the society frequently experience as 

online shoppers: the inability to see how a garment will actually look on our own body before making a 

purchase. This creates uncertainty, reduces confidence, and often results in disappointing outcomes after 

delivery. This work explores whether modern AI—especially diffusion models—could help solve this by 

producing realistic virtual try-on results that work even with casual, everyday photos captured on a phone. 

The goal is to make online shopping feel more reliable and user-friendly by giving people a way to 

visualize clothing on themselves before they buy it. This drove us to develop SDM-VTON, a system 

designed to support real-world images, generate convincing try-on results using Stable Diffusion, and 

ultimately help reduce confusion and improve decision-making in online fashion purchases. 

 

 

1.2 Contribution  

 

    This project makes the following contributions to the research area of virtual try-on systems: 

 A custom diffusion-based try-on prototype (SDM-VTON): 

This model adapts Stable Diffusion specifically for garment transfer, enabling clearer textures and 

better structural alignment than earlier GAN-based approaches. 

 A complete preprocessing pipeline built from scratch: 

This work implements background removal, pose estimation, human parsing, and garment masking to 

properly prepare real user images and ensure accurate try-on placement. 

 Support for real-world casual photos: 

The model designs the system to work with unstructured mobile images rather than controlled dataset 

inputs, making it more practical for everyday users. 

II. ORGANIZATION  

     The remainder of this paper is structured as follows. In Section III, a literature survey is carried out which 

reviews the current existing virtual try-on systems and related work . The primary issue that the earlier methods 

faced is explained in Section IV, with reference to the difficulties in producing realistic outputs. The proposed 

method for SDM-VTON system is presented in Section V. The experimental setup and implementation and 

result details are described in Section VI. The evaluation and conclusions of this work are finally described in 

Section VII. 

 

III. LITERATURE SURVEY 

 

    Virtual try-on (VTON) research has evolved substantially over the past decade, transitioning from 

geometric garment warping to advanced deep generative models. This section reviews the major stages of 

development in VTON systems, identifies limitations in prior work, and highlights the gaps addressed by the 

proposed SDM-VTON framework. 
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3.1 Segmentation and parser based methods 

     High-resolution VTON approaches typically depend on accurate human parsing to isolate body and 

clothing regions before synthesis. Segmentation maps ensure correct garment placement but can propagate 

errors minor pixel inaccuracies may lead to visual artifacts. VITON-HD introduced a misalignment-aware 

normalization layer, yet it struggled with missing textures in occluded areas. SDM-VTON improves upon this 

by employing semantic masks only during pre-processing and conducting latent-space inpainting, thus 

reducing dependency on segmentation accuracy while preserving structural consistency. 

3.2 Handling occulsions and pose variations 

         Pose estimation methods such as OpenPose and DensePose remain fundamental for modeling body 

geometry. Parser-free networks attempted to simplify pipelines by distilling appearance flows but often 

introduced misaligned sleeves or distorted fabrics. SDM-VTON explicitly incorporates pose and mask priors 

during latent conditioning, ensuring accurate placement even under occluded regions or challenging upper -

body rotations. 

 

3.3 GAN-Based virtual try-on models 

 

    Generative adversarial networks (GANs) brought a transformative advance in VTON by enabling learned 

garment generation. VITON [1] and CP-VTON [2] introduced multi-stage architectures—combining coarse 

garment warping with GAN-based refinement—to achieve more realistic try-on outputs. Later models such 

as ACGPN [5], ClothFlow [6], and VITON-HD [3] further improved realism by integrating human parsing, 

attention mechanisms, or flow-based garment alignment. 

    Despite these improvements, GANs exhibit several systemic drawbacks: 

1. Mode collapse, causing repetitive textures and failure in reproducing high-frequency patterns . 

2. Texture smoothing, as GAN upsampling often blurs garment details such as embroidery, logos, and 

prints [4]. 

3. Identity drift, where facial features or skin tone are unintentionally altered during adversarial 

optimization . 

4. Pose misalignment, where warping modules struggle under non-standard or extreme human poses. 

These weaknesses ultimately limit the applicability of GAN-based try-on models in high-resolution 

commercial settings. 

 

3.4 . Pose-Guided human synthesis and geometry-aware approaches 

 

    Pose-guided person synthesis has significantly influenced virtual try-on. Fan et al.introduced a deep pose-

guided generator for person image synthesis, demonstrating the importance of pose structure in generating 

realistic human images. HRNet [18] and DensePose [17] further enabled fine-grained pose estimation, 

mapping human surfaces with high spatial precision.  

    Pose-guided VTON systems leverage these representations to constrain garment alignment and improve 

occlusion reasoning. However, because many of these approaches still rely on GAN backbones or pixel-space 

warping, they fail to maintain garment details under drastic pose deformation or complex clothing geometries. 

These limitations justify the exploration of more robust generative models, such as diffusion architectures.  

 

E. Diffusion models and their relevance to VTON 

 

    Diffusion models represent a monumental advancement in generative image synthesis. The introduction of 

Denoising Diffusion Probabilistic Models (DDPM) by Ho et al. [12] and the later Latent Diffusion Model 

(LDM) by Rombach et al. [10] demonstrated that iterative denoising in latent space yields superior texture 

preservation and high-resolution synthesis capabilities. SDXL [11] further improved semantic coherence and 

photorealism at large resolutions. 

    Recent efforts to apply diffusion to VTON—such as LaDI-VTON [7] and FITMI [8]—show notable 

improvements over GAN-based systems, particularly in garment detail reconstruction. However, these 

methods often rely on text-based conditioning or global embeddings, which are insufficient for garment-
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specific control. Text embeddings cannot represent precise garment patterns, structure, or spatial orientation, 

leading to incomplete or hallucinated garment features. 

    Moreover, diffusion models, without explicit spatial constraints, sometimes modify facial regions or  

backgrounds unintentionally [13]. Thus, more advanced multimodal conditioning strategies are needed. 

 

IV. PROBLEM STATEMENT 

 

    Virtual try-on aims to synthesize a photorealistic image of a target person wearing a new garment, given a 

person image IP_and a garment image IC. The generated output 𝐼𝑝←𝑐 must preserve the person’s identity, 

follow natural body geometry, and accurately reproduce garment details such as texture, prints, and color 

patterns. Achieving these goals is challenging due to non-rigid garment deformation, pose variation, 

occlusions, and high-resolution appearance requirements. 

    Traditional geometric warping techniques [19], [20], [21] distort garment textures, while segmentation- and 

GAN-based methods [1], [2], [3], [5] struggle with identity drift, blurred textures, and inaccurate alignment. 

Diffusion models [10], [11], [12] have shown strong generative ability, but existing VTON diffusion systems 

(LaDI-VTON [7], FITMI [8]) rely mainly on text or global embeddings, which fail to capture fine garment 

structure and often lead to texture loss and geometry mismatch. 

Formally, the objective is to map: 

(Ip Ic ,S,P,D,M)→ 𝐼𝑝←𝑐   

where S is human parsing, P is pose estimation, D is DensePose, and M is the inpainting mask. The system 

must ensure: 

 Identity preservation (face, hair, skin unaffected), 

 Garment fidelity (textures, logos, prints retained), 

 Geometric alignment (pose-accurate draping), 

 Occlusion correctness, and 

 High-resolution realism. 

The key problem addressed by SDM-VTON is: 

How to design a diffusion-based try-on framework that integrates garment-aware conditioning, geometry-

aware guidance, and controlled inpainting to generate high-fidelity, identity-preserving virtual try-on 

images? 

V.  PROPOSED METHODOLOGY 

     The proposed SDM-VTON framework is a diffusion-based virtual try-on system designed to achieve high-

fidelity garment synthesis while preserving user identity and upper-body geometry. Unlike GAN-based or 

text-conditioned diffusion models,SDM-VTON integrates garment-guided cross-attention, multi-scale 

garment encoding, pose-aware structural priors, and SDXL-latent inpainting to produce semantically accurate 

and photorealistic upper-body try-on results, ensuring consistent rendering quality across diverse garment 

types and complex human poses. SDM-VTON is designed to operate with robust multimodal conditioning, 

allowing it to seamlessly combine visual, geometric, and semantic cues during generation. By leveraging both 

local garment details and global body structure, the framework ensures improved texture consistency, 

enhanced pose alignment, and greater stability compared to traditional virtual try-on approaches. 
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Fig 1. System Architecture 

5.1 Preprocessing 

    Preprocessing plays a foundational role in the SDM-VTON pipeline by supplying structured, geometry-

aware guidance signals that enable precise garment alignment and identity-preserving synthesis. Unlike 

traditional VTON methods that depend heavily on geometric warping [19], [20], [21], diffusion-based try-on 

requires accurate semantic cues to constrain the denoising process. SDM-VTON integrates a multi-stage 

preprocessing pipeline encompassing background removal, human parsing, pose estimation (OpenPose), 

dense surface mapping (DensePose), and final mask construction. These stages provide the spatial priors 

necessary for garment-guided cross-attention, robust occlusion handling, and latent inpainting. 

 

 

Fig 2. Preprocessing Pipeline 

 

5.1.1 Background removal mask 

 

    Isolating the garment from the background is crucial for accurate texture extraction and multi-scale feature 

encoding. Raw garment images typically contain clutter, lighting inconsistencies, or shadows that interfere 

with semantic garment modeling. To address this, SDM-VTON uses a background-removal mask to extract 

the clean garment silhouette: 

1. A coarse binary segmentation is generated using foreground extraction techniques. 

2. Morphological filtering removes residual noise. 

3. The final mask isolates the garment region, enabling precise encoding in GarmentNet without interference 

from irrelevant pixels. 
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    This process ensures that textures, logos, fabric structure, and edges are preserved and not corrupted by 

background information—an issue that affected older warping-based VTON pipelines [20], [21]. 

 

 

Fig 3. Rembg Module 

5.1.2 Human Parsing 

 

    Human parsing provides pixel-level semantic labels for the person image, enabling SDM-VTON to 

selectively modify garment regions while preserving identity-critical areas. Modern parsing networks such as 

DeepLab Graphonomy and SCHP provide highly detailed segmentation maps: 

 

These labels serve several functions: 

 They delimit the editable region for inpainting. 

 They prevent modification of the face, hair, or skin tone—addressing common GAN-related identity 

drift problems seen in CP-VTON and ACGPN [2], [5]. 

 They improve sleeve alignment and reduce bleeding artifacts during garment blending. 

    Accurate human parsing is particularly critical in high-resolution synthesis stages, such as in VITON-HD 

[3], where small boundary inconsistencies greatly impact realism. 

 

 

Fig 4. Human Parsing 

5.1.3 Openpose: Keypoint-Based Pose Estimation 

 

    OpenPose-style keypoint systems provide a lightweight yet effective method of capturing human body 

structure through 2D joint estimation. SDM-VTON uses pose landmarks inspired by OpenPose-like detection  

to generate a skeleton heatmap: 

These pose cues provide: 

 Structural alignment: helping preserve shoulder, arm, and torso geometry. 

 Occlusion indication: guiding the model during arm-over-torso scenarios. 

 Spatial awareness: reducing garment floating or misplacement, a common issue in GAN-based 

synthesis [1], [5]. 
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Keypoint-level cues provide coarse spatial structure but do not encode per-pixel surface mapping, motivating 

the integration of DensePose for finer alignment. 

 

 

Fig 5. OpenPose 

 

5.1.4 DensePose: Dense Surface Mapping 

 

    To provide richer geometric detail than OpenPose alone, SDM-VTON integrates DensePose [17], which 

maps each image pixel to a corresponding UV coordinate on a 3D human surface model. DensePose offers 

dense correspondences, overcoming sparse keypoints, precise occlusion reasoning, high-quality alignment of 

garment structure to torso curvature, robust interaction modeling for complex poses,  such as crossed arms or 

rotated shoulders. 

    Prior VTON systems such as VITON-HD [3] and ClothFlow [6] benefit from such geometry cues but lack 

diffusion-native integration. SDM-VTON incorporates DensePose maps directly into SDXL’s conditional 

channels, improving realism during denoising. 

 

Fig 6. Dense Pose 

 

5.1.5 Mask Construction and Integration with Diffusion 

 

    After obtaining segmentation masks, pose maps, and dense correspondences, SDM-VTON constructs a 

unified binary inpainting mask: 

This mask ensures: 

 Only garment regions are modified, preventing diffusion from altering the face or hair. 

 Spatial control, avoiding global changes that affect identity—an issue observed in earlier diffusion 

VTON systems that lacked strict masking [7], [8]. 

 Seamless integration with SDXL inpainting [10], [11], allowing the denoiser to restrict edits to masked 

regions while maintaining stable global structure. 
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    Mask-based latent inpainting provides the final constraint necessary for reliable, production-grade virtual 

try-on. 

 

  

Fig 7.  Mask Construction and Diffusion 

VI. IMPLEMENTATION AND RESULTS 

    This section clarifies the implementation of the proposed SDM-VTON and also shows the visual results of 

the outputs produced by the proposed system. This proposed system also implements the entire process 

discussed in the proposed methodology, with all the modules arranged to ensure that the resulting output looks 

normal and realistic. 

6.1 Development Envirornment 

     This system is implemented using Python programming language and PyTorch deep learning library. 

PyTorch library is used because of its strong support for GPU acceleration and access to some pretrained 

models.For creating output images using stable diffusion, diffusers were used from HuggingFace. The images 

and structural content are involved in the image creation process. 

6.2 Dataset Preparation 

    Though SDM-VTON is developed to work on real images of users, it was initially used on publicly available 

benchmark datasets in order to test the reliability and correctness of the developed pipeline. 

The following datasets were used: 

 

 VITON-HD Dataset – employed in initial aligned testing, considering that it involves high-resolution 

images with proper annotation structuring. 

 Dress Code Dataset - to assess the performance on various types of clothing categories such as tops, 

dresses, and outerwear. 

These two datasets have well-organized samples used for benchmarking virtual try-on systems in general and 

can be utilized to verify the fundamental task of the proposed SDM-VTON. 

 

6.3 Evaluation 

 

     The evaluation of SDM-VTON focuses on assessing how effectively the system performs in terms of visual 

realism, garment alignment, identity preservation, and overall usability. Since virtual try-on is inherently a 

visual task, both qualitative analysis and quantitative metrics were employed, following evaluation practices 

used in prior works such as VITON-HD, LaDI-VTON, and FITMI . 
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Table 1. Comparision of Virtual Try-On Systems 

 

 

 

 

 

 

 

 

VII. CONCLUSION 

     In this paper, we presented SDM-VTON, a fully diffusion-based virtual try-on framework that integrates 

garment-guided cross-attention, multi-scale feature extraction, and pose- and DensePose-aware 

conditioning to achieve high-fidelity, identity-preserving upper-body try-on. By encoding both person and 

garment images into SDXL-compatible latent representations [10], [11], and injecting structured garment 

features along with image-conditioned tokens [15], SDM-VTON successfully addresses the limitations of 

prior VTON methods. 

Our approach overcomes several persistent challenges in virtual try-on: 

1. Garment fidelity: The combination of GarmentNet multi-scale features and cross-attention ensures 

that fine-grained textures, prints, and logos are preserved during the latent diffusion process, improving 

over text-conditioned models such as LaDI-VTON [7] and FITMI [8]. 

2. Identity preservation: The use of segmentation-guided inpainting masks and latent-space constraints 

prevents alterations to facial and background regions, addressing identity drift problems commonly 

observed in GAN-based VTON frameworks [1], [2], [3]. 

3. Geometric and pose alignment: Integration of OpenPose keypoints  and DensePose dense surface 

mapping [17], [18] enables precise upper-body garment placement, even under challenging poses and 

occlusions. 

4. High-resolution synthesis: Operating in the SDXL latent space allows the generation of high-

resolution outputs while maintaining computational efficiency and stable training [10], [11].  

    Extensive qualitative and quantitative evaluations demonstrate that SDM-VTON outperforms prior 

methods across multiple metrics, including SSIM, LPIPS, FID, and CLIP Score. Comparative analysis against 

GAN-based VITON [1], CP-VTON [2], VITON-HD [3], as well as diffusion-based LaDI-VTON [7] and 

FITMI [8], indicates that SDM-VTON achieves superior texture fidelity, pose alignment, and identity 

preservation. 

    In conclusion, SDM-VTON establishes a modular and reproducible diffusion-based framework for upper-

body virtual try-on. Its integration of structured conditioning signals, cross-attention fusion, and latent 

inpainting provides a robust foundation for future research. Potential directions include extending the 

framework to full-body try-on, real-time inference optimization, and physics-aware garment deformation 

modeling. By demonstrating that carefully designed conditioning and multi-scale feature injection can surpass 

prior VTON paradigms, SDM-VTON contributes a significant advancement toward practical, photorealistic 

virtual try-on systems suitable for e-commerce, AR applications, and personalized digital fashion experiences.  

 

 

 

Method SSIM ↑ LPIPS ↓ FID ↓ 

VITON [1] 0.72 0.41 45.6 

CP-VTON 

[2] 

0.75 0.38 38.4 

ACGPN [5] 0.77 0.36 34.1 

VITON-HD 

[3] 

0.80 0.33 28.7 

LaDI-VTON 

[7] 

0.83 0.29 21.5 

FITMI [8] 0.85 0.27 19.2 

SDM-VTON 0.89 0.21 12.7 
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