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Abstract: Human—Al systems are rapidly permeating high-stakes domains, yet many deployments remain
technology-driven rather than human-centered. This paper proposes a comprehensive framework for
Human-Centered Human—AI Interaction (HC-HAII) that integrates co-design, risk management, adaptive
personalization, feedback loops, and transparent governance across the full system lifecycle. We introduce
CRAFT-Loop, a practical end-to-end methodology that operationalizes five core principles—Co-creation,
Risk & ethics by design, Adaptivity, Feedback learning, and Transparency & accountability—embedded
within a continuous Loop of monitoring and improvement. The paper contributes: (1) a conceptual synthesis
of HC-HAII foundations; (2) a gap analysis of current practice; (3) the CRAFT-Loop framework with concrete
artefacts, processes, and checklists; (4) an evaluation protocol that combines human-factors metrics,
algorithmic audits, and field experimentation; and (5) three detailed, domain-grounded study designs (clinical
decision support, Al tutoring, and public-benefits advising). We further outline implementation patterns,
statistical analysis plans, governance controls, and risk mitigations. The result is a rigorous, reproducible
pathway for building Al that centers human dignity, agency, and societal value while achieving measurable
performance and safety.

Keywords - Human—Al interaction, co-design, Al governance, trust calibration, participatory design,
algorithmic transparency, fairness, evaluation.

I. INTRODUCTION

Artificial Intelligence (AI) now mediates decisions in healthcare, education, finance, and public
administration. While model accuracy has improved dramatically, deployments often fail when they neglect
the people, practices, and institutions that give Al its real-world meaning. Human-Centered Human—Al
Interaction (HC-HAII) reframes Al as a socio-technical system, emphasizing that utility, safety, and
legitimacy arise from centering human needs throughout the lifecycle—from problem discovery to
post-deployment governance.
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This paper addresses the persistent gap between aspirational principles and executable practice. We
propose CRAFT-Loop, a structured approach that translates human-centered values into concrete artefacts,
milestones, and metrics. Our approach is intentionally domain-agnostic but grounded in realistic scenarios,
enabling graduate-level researchers and practitioners to plan rigorous studies and deliver accountable systems.

Contributions
1. A concise synthesis of HC-HAII foundations and a gap analysis of current practice.
2. The CRAFT-Loop framework with actionable artefacts and checklists.

3. A mixed-methods evaluation protocol spanning human factors, algorithmic audits, and longitudinal
field trials.

4. Three detailed case-study research designs for high-stakes domains.

5. Implementation patterns, governance controls, and an analysis of limitations and future work.
II. CONCEPTUAL FOUNDATIONS
HC-HAII builds on several interlocking traditions:

Human-Centered Design (HCD): iterative discovery, prototyping, and validation with end-users; emphasis
on usability, accessibility, and context of use.

Participatory/Co-Design: equitable involvement of stakeholders (including historically marginalized
communities) in problem framing and solution shaping.

Sociotechnical Systems Theory: performance and risk emerge from interactions among humans, tools, data,
institutions, and norms.

Value-Sensitive Design: explicit articulation and negotiation of stakeholder values (e.g., dignity, privacy,
equity) as design requirements.

Responsible/Trustworthy Al: fairness, transparency, robustness, privacy, and accountability embedded into
development and governance.

From these traditions we derive six HC-HAII principles:

Dignity & Agency: humans retain meaningful control; Al augments, not replaces, human judgment.
Usefulness in Context: systems fit real workflows, constraints, and cultural practices.

Equity by Design: mitigate disparate impacts; design for inclusion and accessibility.

Legibility & Contestability: explanations, uncertainty, and avenues for redress are available and usable.
Safety & Robustness: resilience to distributional shifts, adversarial inputs, and misuse.

Accountability & Governance: documented decisions, auditable processes, and clear responsibility.
ITI1. LANDSCAPE AND GAP ANALYSIS

Contemporary Al deployments often exhibit:

Problem—Solution Mismatch: models are built without ethnographic understanding of the real problem.

Over-indexing on Accuracy: little attention to human factors (workload, trust calibration, error recovery).
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Opaque Decisioning: limited explanations, unclear uncertainty communication, and weak contestation
mechanisms.

Sparse Governance: inadequate documentation, post-deployment monitoring, and incident response.

Research Gap: A unifying, end-to-end methodology that operationalizes human-centered values into
repeatable artefacts, metrics, and governance routines—across disciplines and domains.

IV. THE CRAFT-LOOP FRAMEWORK

CRAFT-Loop translates principles into practice. It comprises five pillars and a continuous monitoring loop.
4.1 Pillars

C — Co-creation:

Activities: stakeholder mapping; contextual inquiry; participatory workshops; inclusive ideation.

Artefacts: stakeholder value map; personas (including edge cases); task analyses; journey maps; co-created
success criteria.

R — Risk & Ethics by Design:
Activities: early risk surfacing; harm modeling; threat modeling; data protection impact assessments.
Artefacts: risk register; red-team plans; safety constraints; responsible data sheets; consent models.
A — Adaptivity:
Activities: personalization strategies; uncertainty-aware decision support; on-device or federated updates.
Artefacts: personalization policy; calibration plan; model/update cards; fallback and escalation pathways.
F — Feedback Learning:
Activities: human-in-the-loop review; preference learning; continuous post-deployment monitoring.
Artefacts: feedback schemas; telemetry plans; drift detectors; issue trackers; change logs.
T — Transparency & Accountability:
Activities: explanation design; user-facing documentation; governance boards; audit readiness.
Artefacts: user-legible model cards; provenance logs; decision rationales; contestation workflows.
4.2 Lifecycle Stages

1. Discover: ethnography, stakeholder interviews, problem reframing.

2. Define: co-create objectives, value/risk hypotheses, and evaluation plans.

3. Design: low- to high-fidelity prototypes; explanation and uncertainty Ul patterns.

4. Build: data curation; model baselines; accessible interfaces; privacy and safety controls.

5. Validate: usability studies; algorithmic audits; simulation and dry-runs.

6. Deploy: staged rollout; guardrails; human-override and escalation.

7. Govern: monitor, audit, and iteratively improve with the Loop of measurement — insight — change.
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4.3 Checklists

Consent & privacy verified; data minimization enforced.

Uncertainty communication chosen (intervals, verbal labels, or visual encodings) and user-tested.
Fallbacks: safe defaults, partial automation with human review, or graceful degradation.
Contestability: explain, appeal, correct; service-level targets for dispute resolution.

Logging and provenance: who/what/when/why of each consequential recommendation.

V. EVALUATION PROTOCOL

We propose a mixed-methods protocol aligning human factors with algorithmic performance and governance
outcomes.

5.1 Human-Factors Metrics

Task Effectiveness: task-completion rate; decision quality relative to domain gold standards.

Efficiency: time-on-task; interaction steps; interruption and recovery time.

Cognitive Load & Workload: subjective (e.g., workload indices) and objective (error patterns, dwell time).
Trust Calibration: alignment between user trust and system competence/uncertainty.

Usability & Accessibility: standardized usability scales; accessibility conformance checks.

5.2 Algorithmic & System Metrics

Predictive Quality: accuracy/utility metrics appropriate to task; calibration error; abstention/selective
prediction rates.

Robustness: performance under shift; adversarial or stress scenarios; fail-safe rates.

Fairness: group and individual fairness diagnostics; error parity; equal opportunity trade-offs explicitly
justified.

Privacy & Security: differential privacy budgets (if used); access-control incidents; data retention
compliance.

5.3 Field Evaluation
Study Designs: A/B tests; stepped-wedge rollouts; interrupted time series.

Outcomes: user behaviour changes; downstream impacts (e.g., clinical outcomes, learning gains, service
equity); incident frequency and severity.

Analysis Plan: pre-registration of hypotheses; effect sizes; correction for multiple comparisons; sensitivity
analyses.

VI. CASE-STUDY RESEARCH DESIGNS
We detail three domain designs to demonstrate transferability.
6.1 Clinical Decision Support (CDS)

Context: Triage support for emergency departments. The Al provides risk scores with explanations and action
suggestions.
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Co-creation: workshops with clinicians, nurses, and patient advocates to define acceptable use and escalation
rules.

Design:

Explanations tailored to clinical mental models (top risk factors, counterfactuals: “risk would drop if X were
absent”).

Uncertainty shown as calibrated ranges with plain-language descriptors.

Human-override mandatory; abstention when uncertainty crosses threshold; automated paging of senior
clinician in edge cases.

Evaluation:

Primary: improvement in triage accuracy and time-to-intervention.

Secondary: trust calibration, alert fatigue, fairness across demographic groups.

Safety: incident review board; near-miss logging; prospective monitoring for drift.

6.2 Al Tutor for Foundational Skills

Context: Personalized tutoring for mathematics.

Co-creation: sessions with students, teachers, and accessibility experts to map learning goals and barriers.
Design:

Adaptive difficulty using mastery models; uncertainty-aware hints.

Explanations that teach strategies, not just answers; student agency to ask “why?” and “show another way.”
Privacy-preserving analytics (on-device profiles or federated learning) with parental/guardian controls.
Evaluation:

Primary: learning gains on standardized assessments.

Secondary: student self-efficacy, engagement, equity gaps across schools/languages.

Ethics: transparent data practices; right-to-delete data; content appropriateness filters.

6.3 Public-Benefits Eligibility Assistant

Context: Assists caseworkers and applicants in determining program eligibility.

Co-creation: community organizations and legal aid groups shape explanations, language localization, and
contestation.

Design:
Rule-grounded reasoning with citations to policy paragraphs; uncertainty when rules conflict.
Dual-audience UX (applicants vs. caseworkers); offline mode for low-connectivity regions.

Built-in contestation workflow to correct records and escalate disputes.
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Evaluation:

Primary: decision time reduction; accuracy against policy benchmarks.
Secondary: appeal rates, perceived fairness, accessibility for low-literacy users.
Governance: external audit interface; incident transparency reports.

VII. ALGORITHMIC PATTERNS SUPPORTING HC-HAII

Uncertainty & Selective Prediction: enable abstention and human handoff when confidence is low; display
calibrated intervals or ordinal labels tuned through user testing.

Explainability for Action: contrastive and counterfactual explanations that guide corrective action rather
than merely expose features.

Preference & Feedback Learning: reinforcement learning from implicit/explicit feedback with safety
constraints and regularization to prevent value drift.

Personalization with Privacy: federated learning, secure aggregation, and edge inference; differential
privacy where appropriate.

Robustness & Shift Detection: online drift monitors; canary tests; guard-railed update pipelines with
rollback.

Constitutional/Safeguarded Generation: rule-aligned generation for language models; policy-aware
decoding; toxicity and hallucination filters.

VIII. GOVERNANCE, DOCUMENTATION, AND COMPLIANCE

Data Governance: purpose limitation, data minimization, retention schedules; provenance and lineage
tracking.

Documentation: user-legible model cards; data statements; deployment notes; change logs with semantic
versioning.

Access Control & Security: least-privilege policies; audit trails; incident response runbooks; red-team
exercises.

Contestation & Redress: user-facing portals to view rationales, correct data, and appeal outcomes within
service-level targets.

Regulatory Mapping: categorize risk, articulate safeguards proportionate to risk level, and maintain
audit-ready evidence.

IX. ETHICAL RISK SCENARIOS AND MITIGATIONS

Over-trust & Automation Complacency: mitigate with calibrated uncertainty, performance bounds, and
mandatory human oversight in high-risk tasks.

Bias & Disparate Impact: adopt representative sampling; bias testing pre- and post-deployment; targeted
mitigations with stakeholder review.

Distribution Shift: implement drift detection; shadow mode evaluations; staged rollouts with kill-switches.

Manipulability & Gaming: robust training against known gaming strategies; monitoring for anomalous
usage patterns.

Privacy Leakage: privacy-by-design, minimization, and regular privacy impact assessments; differential
privacy where appropriate.
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X. STATISTICAL ANALYSIS PLAN (SAP)

Hypotheses: pre-register primary/secondary outcomes (e.g., "CRAFT-Loop system reduces error rate by
>10% while maintaining fairness parity").

Design: power analysis for required sample size; blocking/stratification to ensure comparability across
subgroups.

Inference: mixed-effects models for repeated measures; non-parametric tests when assumptions fail;
Bayesian analysis for robust uncertainty quantification.

Fairness & Subgroup Analysis: predefined subgroup metrics with correction for multiple comparisons;
publish negative findings.

XI. IMPLEMENTATION BLUEPRINT

Tooling: issue trackers for governance items; telemetry pipelines with privacy filters; dashboards for
calibration, fairness, and incidents.

Human-in-the-Loop Ops: clear escalation paths; reviewer training; rotation to prevent fatigue; feedback
triage and prioritization.

Deployment: progressive delivery (canary, blue-green); rollback criteria tied to safety metrics; post-incident
retrospectives.

XII. LIMITATIONS AND THREATS TO VALIDITY
Context Sensitivity: findings may not transfer across cultures or institutions without adaptation.
Measurement Error: proxies for trust or fairness may be imperfect; triangulation reduces risk.

Observer Effects: presence of researchers may alter behavior; mitigate with longer observation windows and
blinded analyses where feasible.

Resource Constraints: rigorous co-design and monitoring require time and budget; prioritize high-risk
contexts first.

XIII. FUTURE WORK

Formalization of trust calibration as a joint human—AlI control problem with shared autonomy guarantees.
Open benchmarks that unite usability, fairness, and safety metrics.

Methods for value negotiation among stakeholders with conflicting goals.

Toolkits for explanation UX pattern libraries tested across literacy and accessibility spectra.

XIV. CONCLUSION

Human-Centered Human—AI Interaction requires a shift from technical determinism to participatory,
accountable design. The CRAFT-Loop framework translates values into repeatable practice, enabling Al
systems that are not only accurate but also trustworthy, equitable, and societally legitimate. This research
contributes a structured pathway for future postgraduate work, advancing the science of human-centered Al
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