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Abstract: This Liver cancer remains one of the most significant causes of cancer-related mortality globally, 

necessitating fast and accurate diagnosis. Traditional diagnostic approaches, such as biopsies and imaging, 

are often invasive and time-consuming. Deep learning has emerged as a promising solution in the medical 

imaging domain due to its ability to automate feature extraction and deliver high accuracy. This study focuses 

on using Convolutional Neural Networks (CNNs) and other deep learning models to detect liver cancer from 

CT and MRI scans. The proposed framework incorporates feature extraction, classification, and segmentation 

to enhance diagnostic precision. Experimental results show that the deep learning models outperform 

traditional machine learning techniques in metrics such as accuracy, recall, and F1-score. The findings support 

the integration of AI-based systems to assist radiologists in early detection and improve patient outcomes. 

 

Index Terms – CNNs, Liver Cancer, Deep Learning, CT and MRI Segmentation.  

I.INTRODUCTION 

Liver stands out on a CT scan, and looking for metastases is a typical way to detect and treat liver illness [1].  

Hepatocellular carcinoma (HCC) remains more prevalent than many other cancers [2].  Better treatment 

results are possible for these patients since HCC can be identified and diagnosed properly [3].  Reducing the 

need for intrusive diagnostic organic biopsies, the accessibility and quality of cross-interface imaging have 

put imaging in a more crucial position with a clear condition, especially in the case of primary liver cancer 

[4].  Looking for metastases is a common way to discover, diagnose, and treat liver disease; the liver is one 

of the most often visible organs on a CT scan.  Liver illness is the most prevalent [5].  The most effective 

method for identifying lesions both before and after the injection of competing medications makes use of the 

portal vein phase picture [6].  Such methods need precise information about the lesion's size, shape, and 

location [7].  For manual diagnosis and picture segmentation, radiologists should use a 3D computed 

tomography scan that includes many lesions.  The distinct contrast effects of parenchymal lesions and liver 

tissue make auto-detection and segmentation a formidable challenge [10].  There may be less contrast in the 

images produced by these materials due to individual variances in perfusion and scan duration.  In most cases, 

deep learning makes short work of achieving pixel-level normalisation in photos.  Consequently, the qualities 

of the original picture might be reflected in the extracted images of pre-processed photos.  The function type 

called -up determines the task's accuracy. [11]. 

II.LITERATURE SURVEY 

Researchers Cao, Zhu, Juengpanich, Mao, Yu, Cai, Zhang, Chen, and Topatana presented their findings.  Deep 

learning for the prediction and classification of liver cancer mutations using histopathological H&P images. 

npj precis, oncol.  2020, page 1, HCC is major form of liver cancer, and its histological severity may be 

assessed by trained pathologists by visual examination.  The findings demonstrated that pathologists might 

identify alley mutations in liver cancer by using competing neural networks for classification.  O.I. Alias.  

Using level sets and DL, CT images of the liver and tumours may be segmented.  2020, page 12, J. Appl. 

Clinic Medical Phys.  Computerised tomography (CT) organ and tumour segmentation is crucial in liver 

surgery planning.  From the perspective of the doctor, manual tumour and liver segmentation is a tedious, 
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biassed, and uninteresting operation.  Consequently, opening the liver and tumour automatically is particularly 

desired.  Reassessment and surgical treatment planning are both made easier by this.  

 According to Rahman et al. (2024) [13], Worldwide, liver cancer ranks high among cancer-related deaths.  

With an annual occurrence of 800,000 new cases and 700,000 fatalities, this is a growing concern.  We have 

addressed this by doing extensive research into deep learning (DL) AI technologies and creating prediction 

models to help with the early diagnosis and classification of liver cancer.  Metastases from several 

gastrointestinal malignancies may reach the liver, which complicates the process of accurately classifying 

tumours in organs.   This study provides a comprehensive systematic review of several published 

investigations which utilised deep learning-based learning algorithms for the purpose of diagnosing, 

classifying, and predicting common liver cancers, including hepatocellular carcinoma and intrahepatic 

cholangiocarcinoma.  According to the Prisma criteria, the articles included in this review were published in 

2024 and can be found in databases.  While some studies found an accuracy of 97% with these, the highest 

was 99.38%.  A sensitivity level of 100% was the highest ever measured. 

 With others in 2023, Ahmed, S.  [14] The detection of liver cancer using a deep learning algorithm.   The 

latest forecasts from the World Health Organisation for 2020 indicate that liver cancer is a major concern in 

Egypt, accounting for 4.57% of all fatalities.  Worldwide, Egypt ranks second in terms of classification.  For 

improving patient outcomes and ensure successful treatment, its crucial to discover and diagnose liver cancer 

promptly.  The accuracy of liver cancer detection and diagnosis has recently been enhanced by using DL 

algorithms.  Collecting and processing real data records is a major undertaking, as this essay demonstrates.  

Asush Specialised Hospital, Ain Shams University, Egypt, was the site of the liver tumour data sets collection.  

Two hundred and twenty-three people with various diseases and health conditions make up the proposed liver 

data set.  One hundred thirty-seven computed tomographic images (CTs) make up the data records.  Digital 

Imaging and Medical Communication (DICOM) extracted the images from the PACS system and saved them 

as TIFF files.  In order to analyse and contrast different deep learning models of neural networks (CNNs), this 

research makes use of the data that has been gathered.  

A group of researchers including Kadry, Nadeem, Sharif, Anjum, Ahmad, and Amin contributed to this work.  

YOLOv3-based detection of liver tumours and 3D semantic segmentation utilising DNN’s.  Diagnostics, 

2022, [16] Over 1.5 million people die each year from liver cancer.  The early detection of liver cancer utilising 

CT has the potential to save millions of lives annually.  Additionally, there is an extreme demand for an 

automated method that can reliably and easily interpret, identify, and analyse CT images.  An effective GAN is 

used to produce synthetic pictures.  The produced pictures are localised using the enhanced localisation model, 

which inputs a YOLOv3 detector having pre-trained Resnet-50 models.  The proposed updated model can 

detect and categorise the microscopic hepatic tumour with an average precision (mAp) of 0.99.  In the third 

and last phase, segmentation, Deeplabv3 trains on altered parameters using annotated ground masks, with pre-

trained Inceptionresnetv2 serving as the base network.   

Mohammed M.A., Ayalew Y.A., and Fantche K.A.  [18] in 2021, BMC Biomed. Eng.  On a global scale, 

liver cancer is by far the most common cancer.  The diagnostic process usually involves the use of computed 

tomography images.  At present, tumour and liver segmentation using CT data is accomplished using DL 

techniques. Main objectives of this research were to find a way to utilise DL to distinguish between the liver 

and tumour in abdominal CT scan images and to speed up the process of diagnosing liver cancer.  The 

foundation of the algorithm is the original idea of UNet.  On the other hand, this study reduced the amount of 

filters used by each convolutional block, added a dropout layer, and normalised batch after every 

convolutional block in the pipeline. 

   

III.METHODOLOGY 

An excellent deep learning-based model for liver cancer prediction is the VGG16 deep CNN, which is widely 

used for picture classification and feature extraction.  This work uses VGG16 to assess data from medical 

imaging, like MRI and CT scans, with goal of properly detecting liver cancer.  The use of convolutional, 

pooling, and fully connected layers in the 16-layer model allows it to detect intricate patterns and traits in 

medical images.  Transfer learning is used to enhance performance and fine-tune model for liver cancer 

classification by using pre-trained VGG16 weights from large image datasets like ImageNet.  Data 

augmentation, contrast enhancement, and normalisation are some of the preprocessing procedures used to 

improve the model's generalisability.  By dividing liver pictures into normal, malignant, and benign 

categories, the trained algorithm gives likelihood ratings for forecasts. 

VGG16 libraries must be imported first. 
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 Make a data object for testing and training. 

 Get model ready, 

 Update thick layer using the data.  

 Assemble model. 

 Make use of libraries to keep tabs on and organise training. 

 Show data utilised to train & validate.  

 Evaluate your model. 

Each participant was evaluated using CT scans.  To find the specificity, accuracy, error rate, and sensitivity 

of a diagnostic test, its findings are analysed by calculating the values of the four possible outcomes: TP, TN, 

FP, and FN.  Here are the equations that show the process of developing these assessment parameters:  

Sensory Value = TP / (TP + FN) 

                                              = TP / Diseased                               (1) 

 

A patient's illness status may be accurately identified by this test:  

 

Specificity = TN / (TN + FP) 

                                                = TN / No Diseased                       (2)             

 

How likely it is that test will correctly diagnose disease: 

                        

                  Accuracy (ACC) = (TP+TN) / (TP+FP+TN+FN)       (3) 

 

Accuracy metric gives us a broad idea of how many samples were misclassified: 

 

     ErrorRate = 1-ACC = (FP+FN) / TP+TN+FP+FN)                 (4) 

 

Ratio of categorised pixels to intersection of the starting value from same class & anticipated value is called 

IoU.  mIoU is the average IoU of broken items & balance of test dataset samples.  A possible alternative 

wording is: 

 

IOU = TP / (TP+FP+FN)                                                             (5) 

 

Data becomes significantly overfit after 5 intervals, leading to a decline in validation dice coefficient & large 

validation loss. 

Evaluation criteria 

1. To measure accuracy, one must tally up number of positive and negative observations that were correctly 

classified. 

Accuracy = (TP + TN) / (TP + TN + FP + FN)                         (1) 

2. Particularity Specificity is used to evaluate rate of normal tissue in liver.  

Specificity = TN / (TN + FP)                                                     (2) 

3. Liver tumour tissue is predicted with precision 

Precision = TP / (TP + FP)                                                        (3) 
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4. One measure of classifier's performance is its recall, which is also called its sensitivity or true positive rate. 

It attempts to identify positive instances out of all the actual positive examples. Proportion of TP which were 

accurately detected is shown. 

Recall = TP / (TP+FN)                                                               (4) 

5. An ROC curve plots the accuracy of a binary classifier against a range of criteria for categorisation.  An 

individual threshold setting is represented as a point on ROC curve, which shows trade-off between classifier's 

TPR and FPR.  For the purpose of calculating FPR and TPR, one can utilise following formula:  

TPR = TP / (TP + FN)                                                                 (5) 

FPR = FP / (FP + TN)                                                                 (6) 

By adjusting classification threshold, you can get different TPR and FPR values. With these values, you can 

draw ROC curve. 

ROC curve is created by comparing TPR values at various threshold levels to the FPR values at the same 

levels, and then graphing the two axes.   The closer a classifier's curve is to the top-left corner, indicating its 

effectiveness over a variety of criteria, the better its performance. 

6. F1 rating: By combining accuracy and recall, this metric provides a fair assessment of model's efficacy.   It 

shines in situations when the ratio of positive to negative samples is skewed, as is the case with unbalanced 

datasets [37].   Here is formula for determining the F1 score:   is equivalent to Eqn7 

F1score = 2 ∗ (precision ∗recall) / (precision +recall)                (7) 

7. 8-Dice Similarity Coefficient (DSC), which examines overlapping data from two independent locations 

[38], was used to investigate segmentation of CT scan pictures of the liver or liver tumours.  DSC may be 

shown in the following way:  Formula 8  

DSC = (|2TP|) / (|2TP| + |FP| + |FN|)                                          (8) 

IV.SYSTEM DESIGN  

4.1. Viewpoint of System 

 
 

Figure 4.1: Liver Cancer Detection System Perspective Diagram 

 

In order to identify cancerous tumours, liver cancer detection system prioritises a streamlined process for 

loading, cleaning, and classifying CT image data (Figure 4.1).  At the outset of process, called dataset loading, 

all of associated patient CT images and labels are retrieved in preparation for analysis.  Data cleaning 

processes are utilised during preparation stage to remove inconsistencies, null values, & duplicates from 

dataset, ensuring its accuracy and completeness.  Improved model performance is a direct result of this 

procedure's focus on data quality.  Following the preprocessing phase, classification stage makes use of 

machine learning models such as SVM, RF, and LG.  By classifying photos according to their features, these 

algorithms can discern amongst benign and malignant liver tumours.  Since different classifiers provide 
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different ways of learning, we may compare them all to get the best model.  Additionally, CNN VGG16 is 

used to identify the tumour in a liver image. 

 

4.2. Context Diagram 

 
Figure 4.2: Liver Cancer Detection System Context Diagram 

 

Figure 4.2 shows the context diagram of the system that detects liver cancer using a deep learning framework.  

As a preliminary step in the analysis process, the system is first fed tumour data (CT scans).  The data is 

cleansed to remove null values and enhance picture quality before analysis to make sure it's ready.  Finally, 

preprocessed data is used to train a classification model which may differentiate amongst benign and 

malignant liver lesions.  All of these steps contribute to a more rapid and accurate identification of liver cancer 

at an early stage. 

 

V.IMPLEMENTATION 

Module Load Dataset Overview:  

The liver dataset for this module is now loaded. There are a total of 584 rows & 13 columns in this dataset. 

received using the online platform  

Kaggle In preparation: Using it, we can clean up the data and get rid of any blanks in the dataset.  

Classification: Following algorithms are used for classification: Support vector machines, or SVM in short,  

 

Positive aspects: 

 Success in high-dimensional spaces: SVMs shine when there are more attributes than samples, as is often case 

with medical data. 

  Strong against overfitting: SVMs may be trained to resist overfitting with right kernel and regularisation. 

  Although SVMs are primarily designed to handle binary classification tasks, they can be extended to handle 

multi-class problems using methods such as one-vs-one or one-vs-rest. 

    Considerations: 

 A kernel's performance is greatly affected by hyperparameters that may need adjusting & kernel function that 

is chosen. 

  Computing intensive:  If you have a big dataset, training an SVM could be a pain. 

  SVMs may be utilized to identify liver cancer by classifying people into carcinogenic & non-cancerous 

categories based on features extracted from medical imaging, blood testing, or other diagnostics. 

 

 Logistic Regression (LR) 

 Strengths: 

 Interpretability: By examining the coefficients of each component, one may discern the impact of each on the 

probability of acquiring cancer, thanks to the relatively simple nature of LR models. 

  In terms of probabilistic output, LR may be helpful for risk assessment as it gives membership probability 

for classes. 

  Reduced likelihood of overfitting: LR tends to avoid overfitting more often than more complex models, 

especially those with fewer features. 
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 Considerations: 

 

 Due to assumption of a linear connection amongst attributes and the log-odds of target variable, linear 

regression (LR) runs the risk of omitting complex patterns in the data. 

  Feature normalisation or scaling may be required for best performance. 

  Logistic regression provides a straightforward and easily accessible model for predicting the probability of 

liver cancer based on various risk factors or biomarker levels. 

 

      Random Forests (RF) 

      Strengths: 

 Oversees non-linear data: RFs' ensemble nature allows them to capture complex feature correlations. 

  To make RFs more resistant to overfitting, it is recommended to average numerous decision trees. 

  What traits are most important for categorisation may be found out by using RFs. 

Considerations: 

 Less interpretable: While LR provides feature significance, RFs keep the model's inner workings a mystery. 

 

VGG 16 CNN Classifier:  

VGG16, a well-known deep CNN architecture, is used for liver cancer prediction due to its effectiveness in 

feature extraction and image classification. In this work, VGG16 is fine-tuned using pre-trained ImageNet 

weights through transfer learning to classify CT and MRI images as normal, malignant, or benign. 

Preprocessing steps like data augmentation, contrast enhancement, and normalization are applied to improve 

model generalization and performance. 

 

VI.RESULT 

 

 
 

Figure 6.1: Main page  

 

The main page of the liver cancer detection system, illustrated in Figure 6.1, showcases three primary 

modules: Upload Image, Preprocessing, Segmentation, Extraction and Tumour Detection. These modules 

facilitate the workflow by guiding users through loading CT image data, cleansing and preparing the dataset, 

and applying classification algorithms to detect liver lesions. 
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Figure 6.2: Preprocessing 

 

Preprocessing is an important first step in the process of detecting liver cancer, because it gets the original 

medical images ready for further examination. Images from scans often contain noise, brightness 

inconsistencies, and unwanted background details that can interfere with segmentation and feature extraction 

accuracy. Before starting the process, steps such as changing the image size, adjusting the brightness and 

colors, and removing unwanted spots are done to make all images look the same and better overall. This 

makes key areas, like liver tissue, more visible by changing the contrast and brightness, helping the deep 

learning model better tell the difference between normal and abnormal patterns. Basically, preprocessing turns 

messy, uneven images into neat, consistent ones, which makes the later steps like segmentation, feature 

extraction, and cancer detection more effective and dependable. 

 

 
Figure 6.3: Segmentation  

Segmentation involves dividing a medical image into meaningful regions to isolate the area of interest—in 

this case, the liver—away from surrounding tissues and background. In liver cancer detection, segmentation 

is vital because it enables the system to focus specifically on the liver, excluding irrelevant areas like bones, 

muscles, and other organs. Techniques such as thresholding, region growing, clustering, or deep learning-

based models (e.g., U-Net) are commonly used to extract the liver region. By accurately delineating the liver 

boundaries, segmentation helps identify suspicious areas, such as tumors or abnormal tissue growth. This 

helps make later steps such as feature extraction and classification more accurate, because the model only 

looks at the important parts of the image. Basically, segmentation is like a spotlight that focuses on the liver, 

making the detection process more direct and reliable. 
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Figure 6.4: Detection 

 

Detection is the final and most crucial step in the liver cancer analysis pipeline. After preprocessing enhances 

image quality and segmentation isolates the liver region, the detection phase focuses on identifying the 

presence of cancerous lesions or tumors within the segmented area. This stage uses ML or DL learning models 

that are trained on medical data to help identify whether liver tissue is normal or shows signs that could mean 

cancer. 

During detection, the model examines extracted such as texture, shape, intensity, and irregularities within the 

segmented liver region. If any suspicious area is identified, the system highlights it and classifies the image 

as either cancerous or non-cancerous. Nowadays, a lot of people use Convolutional Neural Networks (CNNs) 

or transfer learning models like ResNet, VGG, or DenseNet to achieve better results. These models are good 

at learning and identifying complicated patterns in images, which helps in detecting tumors more accurately. 

The outcome of the detection phase is typically displayed as a prediction result, such as "Cancer Detected" or 

"No Cancer," along with a confidence score or probability. Some systems also provide an accuracy graph, 

showing the model's performance during training and testing. Essentially, detection consolidates all previous 

steps into a definitive medical decision, making it a crucial component for early diagnosis and treatment 

planning.  

 

CONCLUSION 

Our deep learning-based method aids in the rapid and accurate identification of liver cancer from CT scans, 

and it does so with little to no human intervention.  By accurately identifying whether a liver tumour is benign 

or malignant and classifying them into numerous categories, the approach reduces diagnostic expenses and 

dangers associated with contrast-related imaging. 

Data loading, preprocessing, classification, tumour identification, staging, and final diagnosis are just a few 

of the important modules that users can quickly go through using the web interface, making the tool user-

friendly and ideal for real-time clinical usage. Results of the Diagnosis:  No tumour identified or healthy liver 

was indicated by the model's extremely low cancer probability (e.g., 0.0027).  The diagnostic module offers 

re-scanning every 6-12 months for people at high risk of liver disease and regular follow-up if the risk is 

present. With training data collected from a variety of imaging modalities, the system is able to identify the 

vast majority of liver tumour types, indicating promising clinical generalisability.  To verify its scalability and 

resilience, however, more validation with bigger high-risk patient groups and prospective multicentre trials is 

required. 
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