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Abstract: The use of machine learning (ML) and deep learning (DL) models for the automated diagnosis of eye diseases has 

gained significant traction in recent years. Common conditions such as glaucoma, cataracts, diabetic retinopathy, myopia, and age- 

related macular degeneration can lead to severe visual impairment if not detected early. Early diagnosis is critical for effective 

treatment and preventing long-term damage. Therefore, thorough analysis and early identification of symptoms are highly 

recommended. This paper presents a comprehensive review of ML and DL models developed for detecting and classifying eye 

diseases, highlighting their strengths, limitations, and associated challenges. Recognizing these diseases typically requires extensive 

medical expertise, making automated systems particularly valuable. The objective of this study is to provide a foundation for 

identifying the most robust and adaptable solutions in this domain. Specifically, the research focuses on deep learning architectures 

such as VGG16, ResNet, and Inception. The general workflow involves collecting publicly available eye disease datasets, applying 

preprocessing techniques to ensure experimental consistency, and training models to recognize disease patterns rather than 

overfitting to specific data segments. With the success of DL in image classification and object recognition, the field is shifting 

away from traditional handcrafted feature extraction methods. A promising approach involves leveraging pre-trained deep 

convolutional neural networks (CNNs) for feature representation, followed by classifiers such as Support Vector Machines (SVMs) 

or Multilayer Perceptrons (MLPs). Studies have shown that CNN-based methods, trained on large-scale annotated datasets, can 

effectively perform eye disease classification even when applied to smaller, domain-specific datasets. 

Index Terms - Eye diseases, Machine learning, deep learning, Convolutional Neural Networks, VGG16, ResNet. 

INTRODUCTION 

Machine learning (ML), artificial intelligence (AI), and deep learning (DL) have significantly shaped the technological landscape 

of the 21st century. These computational techniques have proven effective in diagnosing various eye disorders with high precision. 

Early detection of ophthalmic diseases is essential to prevent further complications and vision loss. Traditionally, diagnosis relies on 

clinical observation, which can be time-consuming and susceptible to human error. Integrating AI and ML into clinical workflows 

can help minimize these limitations and provide timely and accurate diagnostic support. 

AI comprises several branches that simulate human behavior and cognition, including narrow, general, and super intelligence. 

Components such as intelligent sensing, robotics, natural language processing, and both algorithmic and intuitive learning play vital 

roles in medical applications. ML algorithms, particularly in medical imaging, reading, and speech/writing recognition, have shown 

promise in identifying the underlying causes of ocular diseases. 

The advancement of DL and traditional ML techniques has motivated their application in ophthalmology. This field has emerged as 

a leader in adopting AI technologies, particularly for analyzing ophthalmic images to enable rapid disease diagnosis. These systems 

are capable of identifying conditions such as diabetic retinopathy (DR), glaucoma, and other complex ocular pathologies, even in the 

absence of specialized medical personnel. 

The human eye is a delicate and complex organ prone to numerous diseases. Neglecting these conditions can result in severe 

consequences, including irreversible blindness. While some eye diseases may be mild, others can progress and cause permanent 

damage if left untreated. Notably, many of these conditions begin early in life and worsen with age, emphasizing the need for ongoing 

monitoring and early intervention. Common eye diseases include: 

Diabetic Retinopathy (DR)DR results from prolonged hyperglycemia, with plasma glucose levels exceeding 7.0 mmol/L. The 

World Health Organization (WHO) notes that high blood sugar damages blood vessels, nerves, and organs such as the eyes. When 

retinal vessels are compromised, DR develops. According to Abramoff et al., DR is a leading cause of vision loss in adults. 
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Figure 1: Fundus image affected by DR. 

 

Age-Related Macular Degeneration (AMD) 

AMD is a major cause of blindness, affecting around 55% of legally blind individuals in the U.S. It typically occurs in individuals 

 

Figure 2: Age-Related Macular Degeneration 

 

Glaucoma: Glaucoma is a prevalent eye disease that can cause harm to the optic nerve of the eye. The high intraocular pressure 

here will cause blindness to the eye due to optic nerve damage of the eye. Figure 3 displays the impact of glaucoma on the fundus 

of the human eye [7]. 
 

 

Figure 3. Human eye fundus affected by glaucoma. 

 

I. CONVOLUTIONAL NEURAL NETWORK AND DEEP LEARNING 

 

CNNs are deep neural networks widely employed in DL to analyze visual data. Three layers make up CNN: the fully connected 

(FC) layer, the pooling layer, and the convolutional layer. The convolutional layer is the first layer, and the FC layer is the last. 

The convolutional layer of the CNN becomes more complex than the FC layer. When dots are joined in a specific manner, the 

result is a feature map, also known as a convolved feature. Unlike the convolutional layer, the pooling layer reduces the number 

of input parameters, resulting in some information loss. On the plus side, this layer makes the CNN more efficient and 

straightforward. CNN categorizes images in the FC layer based on the features of the previous levels. In this context, "fully 

connected" means that all inputs or nodes of the prior layer are linked to all activation units or nodes in the following layer [11]. 

 

Figure 4 below shows the basic eye disease classification process using deep learning, consisting of the following steps: data 

collection, pre-processing, feature extraction, and classification. The data collection gathers a diverse and well-annotated dataset 

of retinal images containing various eye diseases, such as glaucoma, diabetic retinopathy, and macular degeneration. Pre- 

processing plays a crucial role in DL for eye disease detection, as it helps prepare the data in a format that can be efficiently fed 

into neural networks. Here are the typical pre-processing steps for DL in the context of eye disease detection: Resize the images 

to a standard size to ensure consistent input dimensions for the CNN model, normalize pixel values to the range [0, 1], Augment 

the dataset using rotation, flipping, and scaling techniques to increase its size and diversity and split the dataset into training, 

validation, and test sets. A typical split ratio is 60-20-20, where 60% of the data is used for training, 20% for validation, and 20% 

for testing. Extract features from the retinal images using the CNN model. These features serve as input for classifiers. Then, 

Flatten or use global average pooling to convert the output feature maps into a vector for each image. 
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Figure 4: Eye disease classification process 

II. LITERATURE REVIEW 

This section deals with previous work on eye disease detection and classification and the methods used through Deep Learning 

(DL) to detect them early to avoid blindness. The different eye disease datasets listed in Tables 1 to 2 are described below. 

 

3.1  DIABETIC RETINOPATHY DETECTION 

 

Y. Wu and Z. Hu [12] used transfer learning and models such as VGG19, InceptionV3, and Resnet50. Disease was used. DR is 

caused by diabetes. Therefore, this article proposes a method for DR recognition using transfer learning. The experimental results 

show that this method's classification accuracy achieved 60%, better than the traditional direct. In [13], the authors present 

Distributed DL (DDL), Data Parallelism (DP), AND model parallelism (MP) to detect and classify DR. The gathered images are 

from the APTOS DR dataset available on Kaggle. The MP strategy yields a higher validation accuracy of 62.13% and converges 

faster than DP strategies, whose validation accuracy is 55.72%. In [14], VGG-16, Inception-V3, and RESNet-101 models were used 

to detect diabetic retinopathy. The number of images equals 130 out of 110 DR and 20 typical regulars obtained from Kaggle. The 

final results show that this method's classification accuracy reached 73.52% for VGG-16, 74% for Inception-V3, and 81.28% for 

RESNet-101. After that, a deep CNN algorithm was described for classifying eye diseases, including Diabetic macular edema 

(DME) and Normal. The number of images was 3500, obtained from Kaggle (OCT image). The final accuracy of DME was 82% 

by the 5-Convolutional layer, and the Precision and Recall of the CNN model per DME class were 87%% and 74%, respectively. 
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At the same time, the results of Normal achieved Precision and Recall at 77% and 89%, respectively [15]. 

A model proposed in [16] efficiently detects DR in real time. Early examination is critical to avoid problems with poor vision that 

lead to blindness in Kaggle. Seven hundred seventy- eight images were used for the training process, while 274 were used for 

validation. A total of 778 images were utilized for training purposes, whereas 274 images were employed for validation. A total of 

778 images were used for training purposes, whereas 274 images were employed for validation. Based on the InceptionV3 model, 

the proposed CNN model achieved a validation accuracy of over 90%, with up to 5% improvement in testing accuracy. In [17], DR 

is currently considered one of the most challenging diseases caused by diabetes. This disease affects the retina and the blood vessels 

in the retina back, which causes poor vision and loss of sight and leads to blindness. The final results of accuracy were Sequential 

model 94%, VGG19 Architecture 73%, denseNet21 Architecture 81%, and SVM 87%. They focused on DL using transfer learning 

like ResNet-50 [18]. In this article, DR was used, and the images were obtained from the Kaggle website using two types of data: 

APTOS and EyePACS. The final result accuracy was 97.87%, and the Quadratic weighted kappa (QWK) score was 0.985. CNN 

used residual skip connection to segment exudates in retinal images [19]. Benchmark databases, E-aphtha, HEI-MED, and 

DiaretDB1, have 340 images. It is distributed as follows: 82 for E-aphtha, 169 for HEI-MED, and 89 for DiaReTDB1. The final 

results achieve sensitivity (0.97, 0.92, and 0.95) and accuracy (0.98, 0.99, 0.98) on E-ophtha, HEI-MED, and DiaReTDB1, 

respectively. 

 

Table 2.1: Diabetic Retinopathy Datasets 
 

 

 

Table 2.2: Glaucoma Datasets 
 

III. EYE DISEASE CLASSIFICATION CHALLENGES AND LIMITATIONS 

Despite the promising advancements in eye disease classification using machine learning (ML) and deep learning (DL) models, 

several challenges and limitations persist [15]. This section outlines the key constraints observed in recent studies.In [29], a major 

limitation was the small size of the training dataset, which adversely affected model performance and reduced classification 

accuracy. Similarly, [37] proposed a multiclass classification model for four types of eye diseases, but the absence of a preprocessing 

step to prepare the data for training likely hindered the model's classification accuracy and overall effectiveness.The work in [12] 

identified a complex model architecture and a high number of training epochs—approximately 300—as significant drawbacks. 

These factors led to increased training time and memory consumption. A similar issue was observed in [20], where the model 

required 200 epochs and a batch size of 64, making it computationally expensive. Additionally, this model lacked hyperparameter 

tuning, which limited its ability to be thoroughly evaluated and optimized.In [25], the use of low-quality images for training resulted 

in a less robust classification model. 

The study proposed several mitigation strategies, such as increasing the size of the training dataset and implementing label 

smoothing to improve model generalization and reduce overconfidence. Batch normalization techniques were also recommended 

to address training stability. 
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IV. PERFORMANCE EVALUATION MEASURES 

Many measurements are applied to evaluate machine learning models for classification and detection. Accuracy is a metric that 

assesses the classifiers using the test dataset. Using various evaluation methods helps to analyze the resulting data from different 

aspects and gives a better assessment and visual representation of results. In the following, the mathematical representation of 

different metrics involving Accuracy, Precision, Sensitivity, Specificity, and F1-score. 

A summary of several eye disease classification methods based on diseases found, datasets and models utilized, accuracy, Precision, 

F1-score, and recall are presented in Tables 5.1 explained below. Deep learning techniques were employed in each research study 

to identify and classify different types of eye problems. While some researchers have utilized many datasets, others have only used 

one. Similarly, several works can identify several diseases, while others can only remember one 

 

 

Table 5.1. Summary of Deep Learning Methods for Diabetic Retinopathy Classification. 

 

 

 

 

 

.IV. CONCLUSION AND FUTURE WORK 

Automated screening techniques have significantly improved the efficiency of eye disease diagnosis by reducing the time required 

for image analysis. These systems not only save ophthalmologists time and resources but also enable earlier treatment initiation for 

patients. Manual interpretation of retinal images is often labor-intensive, time-consuming, and subject to human bias. Furthermore, 

there is a notable shortage of trained ophthalmologists—particularly in developing countries—who are qualified to accurately 

analyze these images. 

This paper presents a comprehensive review of recent deep learning (DL) techniques used for diagnosing retinal diseases, with a 

focus on common conditions such as diabetic retinopathy (DR), glaucoma, age-related macular degeneration (AMD), and 

cardiovascular-related ocular disorders. If left undetected, these diseases can lead to irreversible vision loss, posing substantial 

personal, familial, and economic challenges—especially in resource-limited regions. 

The review highlights state-of-the-art DL-based methods for automated detection and classification of eye diseases. A brief 

overview of DL architectures is provided, alongside a discussion of publicly available retinal image datasets. Due to their superior 

performance in image classification tasks, Convolutional Neural Networks (CNNs) have been the predominant choice for most 

studies in this domain. CNNs have consistently demonstrated high accuracy in detecting various retinal diseases and even in multi- 

disease classification tasks. 

The reviewed techniques share a common reliance on computational resources, with many models prioritizing performance while 

overlooking architectural simplicity. A common limitation across most DL models is the lack of a strong theoretical foundation, 

which is a recurring issue in DL applications for medical image analysis. 

Future research should explore the integration of CNNs with ensemble learning methods to leverage both powerful feature 

extraction and robust classification capabilities. Hybrid models could achieve high levels of accuracy, precision, recall, and F1- 

score, particularly when optimized through effective preprocessing, feature selection, and filter application. Such models should be 

capable of handling high-resolution images with minimal storage requirements, reducing computational cost and complexity. 

Utilizing pre-trained models can further streamline the deployment process, eliminating the need to train DL networks from scratch 

and enabling faster implementation in clinical settings. This paper also discussed the current challenges and limitations in the field, 
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while proposing potential strategies for overcoming them. Ultimately, the insights and contributions presented in this review are 

essential for the practical deployment of AI-based eye disease classification systems. These technologies have the potential to 

support medical professionals in early disease detection and intervention, improving patient outcomes and healthcare delivery in 

both developed and developing regions. 
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