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Abstract: The proliferation of misinformation on digital platforms threatens the trustworthiness of media 

outlets and online sources. While traditional machine learning models like Naive Bayes, SVM, and Random 

Forest have shown promise in fake news detection, they often fall short in accuracy and scalability when 

compared to newer ensemble methods. This paper enhances existing methodologies by incorporating two 

advanced tree boosting algorithms—XGBoost and LightGBM. These models are evaluated against traditional 

classifiers using a real-world dataset. The results show that XGBoost and LightGBM significantly outperform 

traditional models in terms of accuracy, training efficiency, and robustness. The implementation was carried 

out entirely using Python in a Jupyter Notebook environment, enabling step-by-step analysis and 

visualization. This work contributes to a modernized and efficient approach to automated misinformation 

detection.  
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I. INTRODUCTION 

The spread of misinformation poses a major threat to society, especially in an era where news spreads rapidly 

on digital platforms. Fake news undermines public trust, influences political opinions, and creates confusion. 

Detecting and mitigating the spread of fake news using machine learning is a crucial area of research. 

Previous studies have used traditional classifiers such as Decision Tree, Logistic Regression, Random Forest, 

Support Vector Machines (SVM), Gradient Boosting and AdaBoosting with various feature extraction 

techniques like Count Vectorizer and TF-IDF. Although these models show reasonable accuracy, they often 

suffer from issues like overfitting and slow training when used with large datasets. 

This paper introduces two state-of-the-art gradient boosting techniques—XGBoost and LightGBM—for fake 

news detection. These methods are known for their accuracy, regularization capabilities, and computational 

efficiency. Our goal is to demonstrate how tree boosting models can outperform traditional classifiers in both 

accuracy and scalability. 

Data- There are two datasets namely “True.csv” and “Fake.csv”, used in our project, sourced from Kaggle. 

The Fake dataset consists of 23471 rows of data from various news articles available on the internet whereas 

the True dataset consists of 21407 rows of data. The attributes of both the datasets are – 

 1. id – Unique ID for the news article.  

 2. title – Title of the news article. 

 3. text – The text of the news article. It might be incomplete in a few cases. 

 4. subject – Type of news article.  

 5. date – Date of publication of the news article. 
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II. RELATED WORK 

Fake news detection has been a focus of many recent studies due to the rise of misinformation on digital 

platforms. Traditional machine learning algorithms like Naive Bayes, Logistic Regression, Decision Tree, 

SVM, and Random Forest have been widely used. For example, Gupta et al. (2019) explored feature extraction 

methods for classifying misinformation on social media platforms. 

  

In terms of deep learning, Ruchansky et al. (2017) proposed CSI, a hybrid model combining Recurrent Neural 

Networks (RNNs) and user behavior analysis, which significantly improved the reliability of fake news 

classification. However, deep learning models require large datasets and are computationally expensive. 

  

Recent advancements in ensemble learning introduced tree boosting methods that have demonstrated strong 

performance in many text classification problems. Chen and Guestrin (2016) developed XGBoost, a gradient 

boosting framework that incorporates regularization, tree pruning, and parallel processing. Similarly, Ke et 

al. (2017) proposed LightGBM, which is optimized for speed and memory usage, especially for large-scale 

datasets. 

  

However, few studies have applied both XGBoost and LightGBM for fake news detection using real-world 

news datasets. This research aims to bridge that gap by integrating these models and evaluating their 

performance against traditional classifiers on a labeled news corpus. 

III. PROPOSED SYSTEM  

 

The proposed fake news detection system is designed to classify news articles as either real or fake using a 

combination of traditional and advanced machine learning models. The key components of the system are as 

follows and Fig. 1 Shows the block diagram of the model 

 

 
      Fig. 1 BLOCK DIAGRAM 

 

The system pipeline consists of: 

 Data Preprocessing: 

1. Merge and shuffle labeled datasets (e.g., Fake.csv, True.csv)  

2. Remove unnecessary columns (e.g., title, date) 

3. Clean text (remove punctuation and stop words, and convert text to lowercase) 

  

 Feature Extraction: 

1. Use TF-IDF Vectorizer for numerical representation of text 
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 Model Training: 

1. Traditional models: Naive Bayes, Logistic Regression, Decision Tree, SVM, Random Forest 

2. New models: XGBoost, LightGBM 

3. Hyperparameter tuning using grid search/cross-validation 

  

 Evaluation Metrics: 

            1. Accuracy:   

Indicates the overall correctness of the model by calculating the ratio of correctly predicted observations 

to total observations. 

Formula: (TP + TN) / (TP + TN + FP + FN) 

            2. Precision:  

Measures the accuracy of positive predictions. It is the ratio of correctly predicted positive observations 

to the total   predicted positives. 

Formula: TP / (TP + FP) 

            3. Recall (Sensitivity or True Positive Rate):  

Indicates the model’s ability to correctly identify actual positives. It is the ratio of correctly predicted 

positives to all actual positives. 

Formula: TP / (TP + FN) 

            4. F1-Score:  

The harmonic mean of precision and recall. It provides a balance between the two and is useful when 

the dataset has imbalanced classes. 

Formula: 2 * (Precision * Recall) / (Precision + Recall) 

 

 Execution Platform:  

All experiments, data preprocessing, model training, and evaluation were carried out using Python in 

Jupyter Notebook. 

 

Traditional definitions of artificial intelligence (AI) are thought to be inadequate. AI can mimic human 

behavior with consciousness, sensitivity, and spirit because of being more robust. The advent of machine 

learning (ML) provided the means to help bring this vision closer to reality. Machine learning is an area of 

artificial intelligence that, by definition, focuses on enabling computers to learn without explicit 

programming. It is built on the idea of using algorithms that are fed by a lot of data to replicate behavior. The 

algorithm builds a model and learns which choice to make in a variety of circumstances. So, depending on 

the circumstances, the machine can automate its tasks.   

 

Supervised Learning: It is a type of artificial intelligence that uses machine learning. The concept is to "guide" 

the algorithm's learning process using samples of expected results that have already been labeled. After then, 

artificial intelligence picks up new information from each example and modifies its settings to close the 

discrepancy between actual and expected results. To generalize, learning with the goal of predicting the 

outcome of new situations, the margin of error is hence decreased across the training sessions. If the labels 

resemble discrete classes, the result is referred to as classification, and if continuous quantities are referred to 

as regression.  

 

TF-IDF vectorizer: One of the most widely used feature extraction techniques is the term inverse document 

frequency (TF-IDF). This technique is divided into two stages, in which the term frequency (TF) is calculated 

first, and the inverse document frequency (IDF) is calculated in the second stage. TF(t) = No of times the t 

term appears in a doc. Total No of terms in the document IDF(t) = Log (total No. of documents no. of 

documents containing term t)   

N-gram level vectorizer: This is a sub-technique of TF-IDF, in which a slice of letters (N), is displayed in a 

matrix representing TF-IDF scores of N-grams. This technique was used to overcome the problem of selecting 

the right features and their numerical values. In such cases, the use of a TF-IDF classification associated with 

unigrams or bigrams has been suggested.  

 

Logistic Regression: The advantages of logistic regression include probability modelling, the capacity to 

depend on features, and the flexibility to update the model. However, for higher accuracy, logistic regression 

requires a big data set, but Naive Bayes may function with small datasets as well. 
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Decision Tree: An algorithm called a decision tree aims to arrange people into groups that are as like one 

another as feasible in terms of the variable that needs to be predicted. The algorithm's output is a tree that 

shows the hierarchical connections between the variables. By selecting the explanatory variable that allows 

for the best individual separation, a subpopulation of people is obtained at each iteration of an iterative 

procedure. When no more splits are possible, the algorithm terminates.   

  

Gradient Boosting Algorithm: Gradient Boosting is a functional gradient algorithm that repeatedly selects a 

function that leads in the direction of a weak hypothesis or negative gradient so that it can minimize a loss 

function. Gradient boosting classifier combines several weak learning models to produce a powerful 

predictive model.  

  

Random Forest Algorithms: Random Forest is an ensemble technique used for classification and regression 

predictive models. They are made up of numerous Decision Tree blocks that are utilized as separate predictors. 

The basic idea behind the method is that multiple predictors are developed, and their various predictions are 

pooled, rather than attempting to obtain an optimum method all at once. The class receiving the most votes 

becomes the final prediction.   

  

AdaBoosting Algorithm: The Ada Boost algorithm, short for Adaptive Boosting, is a Boosting technique used 

as an Ensemble Method in Machine Learning. It is called Adaptive Boosting as the weights are reassigned to 

each instance, with higher weights assigned to incorrectly classified instances.  

  

SVM: Support Vector Machine or SVM is one of the most popular Supervised Learning algorithms, which is 

used for Classification as well as Regression problems. However, primarily, it is used for Classification 

problems in Machine Learning. The goal of the SVM algorithm is to create the best line or decision boundary 

that can segregate n-dimensional space into classes so that we can easily put the new data point in the correct 

category in the future. This best decision boundary is called a hyperplane.  

  

Extreme Gradient Boosting (XGBoost): It is faster with high accuracy as compared to others. An optimized 

version of GBM with Regularization, Parallel processing and other improvements. It handles null values 

automatically.   

  

LightGBM: It is fastest with high accuracy compared to others. It's very efficient when large and high 

dimensional tabular datasets are available. It uses less memory compared to XGBoost as well. It uses 

histogram-based learning and supports native categorical features.   

 

IV. EXPERIMENTAL RESULTS  

For better implementation and results, we created a separate dataset CSV file for Fake & True news. We 

created a dataset containing more than 20,000 news articles. Below is the screenshot of the result of making 

the dataset. Further, a Jupyter Notebook was created to implement the ML program. We have used Logistic 

Regression, Gradient Boosting, Decision Tree, and Random Forest. After TF-IDF vectorization and data 

cleaning, we trained and tested the models with these classifiers, we obtained the following accuracies: For 

Logistic Regression as 98.86%, Decision Tree as 99.69%, Random Forest as 99.06%, SVM as 99.50%, 

Gradient Boosting as 99.68%, Ada Boosting as  99.70%, XGBoost as 99.87% and LightGBM as 99.90% . 

The following Table 1 summarizes the accuracy achieved by each model and Fig. 4 Graphical comparison 

of Machine Learning Techniques. 
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Model Accuracy (%) 

Logistic Regression 98.86 

Decision Tree Classifier 99.69 

Random Forest 99.06 

SVM 99.50 

Gradient Boosting 99.68 

AdaBoosting 99.70 

Extreme Gradient Boosting 

(XGBoost) 

99.87 

LightGBM 99.90 

Table 1 Comparison of the models 

 

 

 
Fig. 2 Comparison of Machine Learning Techniques 

 

 
Fig. 3 Article is Fake 
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Fig. 4 Article is Real (Not Fake) 

V. CONCLUSION 

In this paper, we looked at a computerized model for verifying news extracted from social media, which 

provides clear demonstrations for recognizing fake news. This study demonstrates that even basic algorithms 

can produce reasonable results in detecting fake news. As a result, the findings of this investigation suggest 

that systems like this could be very useful and effective in dealing with this critical issue. Web scraping is 

also a key part of this paper as the scraped data will be based on real-time news and will be more reliable than 

the ready-made datasets available all over the internet. It is an efficient and fast process, and it is relatively 

easy to maintain. The dataset used in this study is expected to be used in arrangements that use machine 

learning-based statistical calculations, for example, Logistic Regression (LR), Decision Tree, Gradient 

Boosting, Random Forest, AdaBoosting, SVM, XGBoost and LightGBM. In the future, the prototype’s 

efficiency and accuracy can be improved, along with the proposed model’s user interface.  
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