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Abstract: This article addresses the complex topic of algorithmic sovereignty, examining the diplomatic 

and strategic approaches used in AI system decision-making and their implications for international power 

structures. In today's world structure, AI is associated with every aspect. Similarly, it's also embedded in 

foreign policy tools, predictive modeling, and cyber defense infrastructures, as well as state sovereignty 

and diplomatic agency, which are heavily influenced by the algorithmic logic. This article addresses the 

crucial question of how AI-powered diplomacy reshapes global power dynamics. The analysis of case 

studies from the European Union, China, and the United States yields these results. The article further 

explores the various forms of algorithmic sovereignty, including regulatory, authoritarian export, and 

military-industrial models. Depending on international relations theory and various studies, the article puts 

forward its argument as follows: The article argues that AI is not merely a diplomatic tool but rather a 

structural force that redefines sovereignty, legitimacy, and agency in global governance. 
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1. INTRODUCTION 

 

This article examines how the use of artificial intelligence (AI) in diplomatic processes is continuously 

changing the dynamics of global power, leading to the adoption of the innovative concept of algorithmic 

sovereignty. Governments in today's world are increasingly turning to algorithmic systems for various 

uses, such as decision-making, AI-enhanced negotiations, foreign policy simulations, and self-governing 

cyber-defense tools. Last, but not least, this article touches on the very essence of sovereignty and 

diplomacy, which is constantly evolving. 

 

Today, AI-powered systems are designed to improve strategic planning, update policies in real-time, and 

predict outcomes, which can either take the place or support traditional diplomacy that depends on human 

judgment and state-focused negotiations. The ultimate dynamic lies in how AI-powered diplomacy is 

affecting the distribution of authority, legitimacy, and agency, which lies within the international system. 

This directs the whole concept toward the primary research base, and therefore, the motivation for 

this research includes addressing the unequal distribution of AI skills globally, the growing influence of 

private tech firms in statecraft, and the emergence of algorithmic systems as quasi-actors in international 

politics. 

 

 

http://www.ijcrt.org/


www.ijcrt.org                                                              © 2025 IJCRT | Volume 13, Issue 6 June 2025 | ISSN: 2320-2882 

IJCRT2506132 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org b113 
 

This article will further argue that the previous research was heavily focused on digital diplomacy and 

cyber norms, which directly neglects all the fundamental shifts in sovereign functions that indirectly make 

way for algorithmic decision-making. Now, by constructing a proper hybrid and theoretical framework that 

lies on the grounds of constructivism, realism, and critical technology studies, this research and study gap 

can be closed. 

The framework for the three comparative case studies—the US’s AI-military-industrial strategy, the 

European Union’s regulatory AI diplomacy, and China’s techno-authoritarian export model—can be 

applied, which will help in the findings and suggest that algorithmic sovereignty is a contested and 

strategically formed domain rather than a homogenous phenomenon, with all the important implications 

that are required for the legitimacy of international governance frameworks and the allocation of power in 

the world. 

 

2. Theoretical framework: 

 

The entire concept of algorithmic sovereignty emerges at the core intersection of political theory, 

international relations (IR), and critical technological studies. The concept of sovereignty, which is 

interpreted in classical IR theory, especially under the Westphalian system, talks about the supreme 

authority within a bounded territory. However, this concept is duly challenged by global technological 

advancements and systems that go beyond national borders and enable external influence over many 

internal governance and their mechanisms. 

 

Hence, digital sovereignty came as a response to the very same condition that emphasized control over 

data, digital infrastructure, and cybersecurity. Furthermore, a recent extension of this concept encompasses 

the ability of a state or supranational body to design, deploy, and regulate algorithmic systems that help in 

shaping political decision-making and diplomacy. This study brings about three theoretical strands for 

understanding algorithmic sovereignty: 

 

2.1 Realism : 

 

Realism theory emphasizes power, security, and national interest. This perspective asserts that countries 

controlling AI infrastructure will gain a strategic advantage, not only in the economic domain but also in 

military terms and in their ability to shape global diplomatic agendas. Hence, algorithmic sovereignty, in 

this view, becomes a new form of technological mechanical power. 

 

2.2. Constructivism: 

 

Constructivism theory focuses mainly on the ideas, norms, and identities of how all the states frame AI 

ethics, governance, and diplomacy, which is therefore seen in their normative ambitions. For example, the 

EU constructed AI diplomacy around human rights and regulatory legitimacy, while China, on the other 

hand, frames it as a technological development and state-led modernization. Thus, constructivism helps in 

explaining how algorithmic systems are embedded in all the institutional narratives and diplomatic 

identities. 

 

2.3 Critical Technology Studies: 

 

This area examines the works of scholars such as Sheila Jasanoff, Benjamin Bratton, and Shoshana Zuboff 

to discuss how technologies act as co-producers of governance. Not only are algorithms considered neutral 

tools, but they also input values, assumptions, and decision logic. Thus, the partial delegation of 

sovereignty to technical systems has raised concerns about democratic accountability, private influence, 

and epistemic opacity. 
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3. Literature Review: 

 

The literature on AI in international relations is expanding rapidly, yet it suffers from fragmentation across 

multiple strands. 

 

3.1 Digital and Cyber Diplomacy: 

 

Various studies have shown how states have been using their digital tools (especially social media) to 

strategically communicate, show transparency, and engage with cyber norm development (Bjola & 

Holmes, 2015; Hocking & Melissen, 2015). But most of their work only focuses on soft power and public 

diplomacy instead of decision automation. 

 

3.2 Algorithmic Governance: 

 

A growing body of literature will generally address how AI is used in the public sector and its decision-

making sector (Eubanks, 2018; Yeung, 2019), especially in domestic contexts. We can see that there are 

very few studies to analyze how algorithms influence foreign policy, security doctrines, and multilateral 

diplomacy. 

 

3.3 AI and Geopolitics: 

 

Various think tanks and strategic centers (e.g., Brookings, CSIS, MERICS) talk about AI as a strategic 

asset, only focusing on the technological competition between the U.S. and China. Hence, this type of 

literature often only emphasizes the AI arms race, national security, and techno-nationalism, which pays 

very little attention to sovereign logic embedded in algorithmic deployment. 

3.4 Gaps: 

 

While the field of algorithmic sovereignty has gained a lot of attention in the EU, the specific mechanisms 

and consequences of it in foreign policy remain under-theorized. And hence, there is very little empirical 

work comparing how different government models shape the use of AI in diplomacy. This article aims to 

address these existing gaps by focusing on the algorithmic mediation of diplomatic authority, specifically 

examining how states delegate various strategic functions to AI and how this delegation affects 

international power relations. 

 

4. Research Methodology: 

 

This article’s methodology is based on a qualitative and comparative case study approach to understand 

how different forms of algorithmic sovereignty are manifested in state-driven, AI-powered diplomacy 

work. The work is exploratory and interpretive, which is designed to understand the structured strategic 

and normative implications of AI integration into various diplomatic functional areas across multiple 

geopolitical sectors. The article does not test arbitrary statistical relationships; instead, it engages in logical 

reasoning to uncover patterns and implications through various context- and theory-informed analyses. 

 

4.1 Case Selection: 

 
❖ This study selects three cases to discuss distinct geopolitical orientations, institutional capacities, and 
models of digital governance. 
❖ The European Union represents a regulatory sovereignty model, deeply rooted in a normative rule-
making base. (e.g., EU AI Act, GDPR, Brussels Effect) 
❖ China represents an authoritarian export model that has AI integrated into foreign relations through 
surveillance diplomacy and strategic technology partnerships. (e.g., Digital Silk Road). 
❖ The United States represents a typical military-industrial-aligned model characterized by public-
private collaboration that drives the integration of AI directly into security, diplomacy, and strategic 
alliances. (e.g., CHIPS Act, AUKUS, OpenAI–Pentagon collaborations). 

 

These case studies are chosen because they offer a very different system design (MDSD) that results in 

maximum contrast in areas of political systems, governance models, and AI strategies that address a 
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common research question. 

 

4.2 Data Sources: 

❖ It draws on various qualitative sources— 
❖ Primary materials: policy documents, official diplomatic strategies, AI white papers, cybersecurity 
doctrines, and treaty texts. 
❖ Secondary sources: peer-reviewed academic literature, think tank reports (e.g., Brookings, 
MERICS, EPRS), news coverage from reputable sources (e.g., The Diplomat, Foreign Policy), and legal 
analyses. 
❖ Expert commentary: speeches by policymakers, interviews (where available), and roundtable 
discussions from AI diplomacy summits (e.g., AI for Beneficial, OECD AI policy forums). 

 

4.3 Analytical Framework: 

 

Data is interpreted by thematic coding, critical discourse analysis, and an integrated theoretical framework 

from realism (for power asymmetries and strategic autonomy), constructivism (for normative frameworks 

and diplomatic narratives), and critical Technological studies focused on the sociotechnical construction of 

algorithmic sovereignty. Hence, each case study shows various analytical dimensions, such as the degree 

of algorithmic delegation in diplomatic or strategic functions. 

The topic includes the governance architecture surrounding AI and foreign policy, which can be 

centralized, privatized, or hybrid, as well as the impacts on sovereignty and international influence. 

 

4.4 Scope and Limitations: 

 

We do not use quantitative metrics, such as AI deployment indices or cyber-capacity rankings, because 

they lack proper analysis of specific functions. The primary information is based on interpretive 

understanding rather than predictive generalization, as the availability of data in authoritarian contexts is 

known to be uneven, resulting in constraints on document completion and transparency. 

 

4.5 Ethical Considerations: 

 

We do not directly involve interviews or human subjects, and all the data are sourced from publicly 

available or credible published institutions. The research adheres to ethical standards for academic 

integrity and avoids making speculative claims beyond the scope of documented evidence. 

5. Hypothesis: 

5.1 Main hypothesis : 

 

AI is fundamentally integrated into diplomatic processes, which in turn alter traditional state sovereignty 

by redistributing all the decision-making authority among various states, private actors, and algorithmic 

systems, which further shapes the international power hierarchies. 

 

5.2 Sub-Hypothesis: 

 
❖ States having advanced AI infrastructure will exercise more regulatory or technological hegemony in 
global diplomatic areas. 
❖ The delegation of diplomatic functions to AI and its systems will therefore reduce transparency and 
accountability and weaken international decision-making power and traditional diplomatic norms. 
❖ Variations in governance and adaptability of AI in various states are reflected in their distinct 
models of algorithmic sovereignty ( regulation, authoritarianism, militarism), which in turn will produce 
differentiated geopolitical outcomes. 
❖  Smaller states and states that are technologically dependent will be at risk of losing strategic 
autonomy and becoming reliant on AI systems and standards that are set by dominant AI powers. 
❖  Private tech firms' increasing role in the design and deployment of AI tools for diplomacy 
challenges the whole monopoly of the state over sovereign functions, which leads to hybrid and 
fragmented sovereignty structures. 
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6. Case Studies: 

 

6.1 European Union: 

 

The European Union adheres to regulatory algorithmic sovereignty and serves as a normative regulatory 

model for this concept. Although the European Union lacks an industrial scale of AI development 

compared to the United States and China, it asserts its sovereign role through various legal mechanisms 

and regulatory influence. It further uses institutional weight to set forward global AI standards with the EU 

AI Act, the General Data Protection Regulation (GDPR), and the Digital Services Act (DSA). The EU 

operationalizes its vision of trustworthy AI. This process leads to an emphasis on transparency, 

human oversight, risk-based classification, and accountability. 

❖ Strategic Functions: The functions are defined both internally and globally, as described by Anu 
Bradford (2020), who discusses the "Brussels Effect," which highlights the extraterritorial impact of the 
EU on regulatory norms. This procedure further allows the EU to shape the face of global digital 
governance by influencing multinational corporations and various trading partners to align with their 
standards, even outside their jurisdiction. 

❖ The realm of diplomacy: The EU uses its legal regulatory sovereignty to promote AI ethics and 
governance norms through various multilateral forums, such as the OECD, UNESCO, and the Council of 

Europe. The incorporation of digital rights and AI capacity building in trade agreements and development 
aid can be noticed, with a special focus on Africa and Latin America. Therefore, in this field, AI serves not 

only as a technological instrument but also as a diplomatic tool. 
 
❖ Subject and Concepts: 
Table 6.1: Subjects and the Corresponding Concepts of EU 

 

Subjects Concepts 

Mechanism Soft power via legal norm diffusion 

Sovereignty Logic Legal sovereignty through regulation; norm 

export over infrastructural control 

AI Role in Diplomacy Ethical standard-setting, regulatory

 diffusion, capacity-building 

Narrative Implication The EU governs AI by governing its legal 

environment; sovereignty is performed through 

externalization of legal norms, not technical 

dominance. 

 

6.2 China: 

 

Algorithmic sovereignty uses infrastructural diplomacy, which embodies a techno-authoritarian model of 

algorithmic sovereignty. This gives centralized control, AI-powered surveillance, and global infrastructure 

deployment. The main focus can be seen with the Digital Silk Road, which is an extension of the Belt and 

Road Initiative (BRI), where China exports a concept of smart city platforms, facial recognition systems, 

and various AI surveillance technologies through firms (Huawei, Hikvision, and SenseTime). 

❖ Domestic Integration: China incorporates AI deeply into its governance apparatus, social credit 
system, biometric surveillance, and predictive policing. Thus, China consolidates internal control and 
exports it to the governance models. Countries like Africa, Southeast Asia, and Latin America are partner 
countries that are offered turnkey AI solutions with all the infrastructure, technical training, and bilateral 
agreements. 
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❖ China’s Approach: China creates strategic dependencies by integrating the recipient country's digital 
ecosystems with its technological standards, data practices, and governance logic. As a result, this 
approach creates positive advantages for China's normative and infrastructural influence while also 
maintaining diplomatic relationships based on technological trust and interdependence. 

❖ Subject and Concepts: 
Table 6.2: Subjects and the Corresponding Concepts of China 

 

Subjects Concepts 

Mechanism Infrastructure export and bilateral tech diplomacy 

Sovereignty Logic Centralized state sovereignty extended internationally 

through tech infrastructure 

AI Role in Diplomacy Surveillance exports, infrastructural

 entanglement, dependency creation 

Narrative Implication China reasserts sovereignty externally by embedding 

AI into the governance systems of other states, 

promoting a developmentalist and authoritarian-

compatible vision of algorithmic governance. 

 

6.3 United States: 

 

The use of hybrid algorithmic sovereignty is displayed combined with strategic tech diplomacy, which is 

further characterized by deep integration of state institutions and the private sector’s AI innovations. All 

the sovereign functions, such as national security, diplomacy, and technological governance, are produced 

in a joint connection with government agencies and companies (OpenAI, Google, Microsoft, Palantir, and 

Amazon Web Services). 

❖ Strategy: Uses AI as a dual technology, simultaneously with an innovation engine and a national 
security asset. Various legislatures are also used, such as the CHIPS and Science Act, and initiatives are 
also taken from the National Security Commission on Artificial Intelligence and Defense programs 
(Project Maven). Hence, these all demonstrate how the 
U.S. incorporated AI into military alliances (AUKUS, NATO) and foreign policy frameworks. 

❖ Diplomatic Role Played: Engages in tech-centered alliances, forging partnerships solely focused on 
sharing innovations, cybersecurity, and export control regimes. (e.g., restrictions on China’s 
semiconductor access). Hence, we can conclude that AI diplomacy in the U.S. is more about strategic 
influence through technological leadership and corporate-state alignment rather than legal standard setting. 

❖ Subject and Concepts: 
Table 6.3: Subjects and the Corresponding Concepts of the U.S.A. 
 

 

Subjects Concepts 

Mechanism Public-private diplomacy, innovation-driven alliance 

strategy 

 

Sovereignty Logic Diffused sovereignty between state and private AI 

actors 

AI Role in Diplomacy Strategic deterrence, alliance-building, and 

cyber security integration 
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Narrative Implication  

The U.S. model represents a techno-

sovereignty complex, where corporate actors 

are co-sovereigns and diplomacy is enacted 

through both policy and platform power. 

7. Analysis: 

 

After carefully reviewing and studying the case studies, we can conclude that algorithmic sovereignty is 

not a mere monolithic concept but is a far deeper and more complex set of rapidly changing and evolving 

practices built by domestic political structure, institutional capacities, and geopolitical ambitions. 

 

7.1. Table: Extended Analysis of the EU, China, and the United States. 

 

State Sovereignty 

Model 

Diplomatic 

Instrument 

AI’s 

Strategi

c 

Functio

n 

Assumption 

of Role 

of AI in 

Governance 

Power Flow Epistemology Dependencies 

EU Legal - 

Regulatory 

Norm export 

via 

treaties, law 

Ethical 

rule-setting, 

human 

centric 

governance 

Containment 

accountabilit

y. 

legal 

systems 

/regulatory 

treaties. 

Transparenc

y, 

explainabilit

y, & 

rights-based 

governance. 

Technology 

export. 

China Authoritarian 

Infrastructure 

Technology 

diplomacy 

and export 

Surveillanc

e control, 

strategic 

mesh 

As a state - 

empowering 

governance 

tool. 

Centralized 

state 

ministries & 

tech 

exporters. 

Efficiency, 

order, 

& 

state-defined 

social 

harmony. 

Cloud 

infrastructure 

& 

IP ownership. 

USA Hybrid 

Public/ 

Private 

Innovation 

alliances, 

tech 

coalitions 

Dual-use 

capacity, 

deterrence, 

corporate 

sovereign 

synergy 

Strategic 

innovation 

platform, 

balancing 

private 

capacity 

with state 

oversight. 

Corporate 

AI labs 

shaping 

diplomacy 

through 

standards, 

platforms, 

innovation 

ecosystems

. 

Emphasize

s 

innovation, 

security, 

& 

commercial 

scalability. 

Regulatory 

influence/lacks 

infrastructural 

leverage. 
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7.2. Table of Extended Results and Discussions. 

 

Results Discussions 

Insight Corporate actors, algorithmically mediated 

decisions, and technocratic rule-making are 

increasingly replacing or supplementing traditional 

diplomacy, which is carried out through ministries 

and human emissaries. 

Conclusion Multilateral agreement on AI ethics is challenging as 

a result of the regulatory fragmentation caused by 

these competing 

  

 standards. Thus, rather than being a place of strategic 

rivalry, AI diplomacy becomes a site of epistemic 

conflict. 

Critical Analysis The unequal distribution of algorithmic sovereignty 

reproduces patterns of digital colonialism and 

strengthens global hierarchies. 

 

8. Conclusion: 

 

This article has covered all the concepts of algorithmic sovereignty and its transforming foundations of 

diplomacy in today's AI world. The comparison of approaches taken by different countries, including the 

EU, China, and the U.S., has revealed three distinct models: the EU governs algorithms through legal 

frameworks and normative regulation; China governs through algorithms while exporting surveillance 

infrastructure and embedding AI into global governance networks; and the U.S. combines both approaches 

by leveraging public-private partnerships to assert AI leadership and build tech-driven alliances. Further, 

these models reflect differing views on sovereignty, ethics, and strategic control, each reshaping 

diplomatic practice and global power structures. Algorithmic systems are no longer passive tools but active 

agents in international relations, redistributing authority across borders, institutions, and platforms. As 

seen, global AI norms are fragmented and multilateral; governance also becomes both more complex and 

more urgent, and calls for states to enforce international frameworks, stronger oversight of AI ethics, and 

digital sovereignty assistance are needed for states that are vulnerable to technological dependence. Thus, 

future research on this topic should examine AI’s role in real-time negotiations, assess the growing 

influence of private tech actors in foreign policy, and map algorithmic interventions in areas like sanctions, 

surveillance, and treaty enforcement. 
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