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Abstract: SRAM-based FPGAs are vulnerable to radiation-induced errors, especially Multiple-Bit Upsets
(MBUs), which can affect their reliability in space. Existing error correction methods often require too many
resources or fail to handle burst errors effectively. Readback scrubbing is thought to be a useful technique for
fixing mistakes in Field Programmable Gate Arrays (FPGAS) based on Static-RAM (SRAM). Nevertheless,
the error correction %per unit area overhead of the existing systems is modest. In order to attain a high error
correction %per unit area overhead, proposed work suggests two novel error detection/correction techniques
that combines frame readback scrubbing with multi directionally applied Error Correction Codes (ECCs).
According to experiments, the suggested approaches use up to 59.37% less area overhead than other state-of-
the-art methods while having an excellent error correction percentage (above 99%), particularly for multi-bit
upsets.

1.INTRODUCTION

Modern Field Programmable Gate Arrays (FPGAs) based on Static-RAM (SRAM) are becoming
increasingly important in space applications because of their performance and operational capacity.
Furthermore, after launch, these devices can be redesigned to accommodate. different functional needs and
modifications to the device environment [1]. However, as a result of technological advancements that have
produced denser circuits, these gadgets are now susceptible to radiation effects known as Single Event Upsets
(SEUs), which are frequent in space conditions.

SEUs have the potential to unintentionally alter the SRAM bit configuration, which could alter the
implemented circuit & functionality [2]. A Single-Bit Upset (SBU) or single mistake occurs when SEUs only
impact one bit. On the other hand, a multiple-bit upset occurs when multiple bits are impacted in succession.

To reduce SEUs in SRAM-based FPGAs, a number of strategies have been put forth. Hardware/spatial
redundancy is the most popular solution [3]. Triple Modular Redundancy (TMR) [4] [5] replicates three times
the hardware module to be protected and votes on their outputs, identifying the right results and a possible
faulty module. However, this approach imposes a great overhead in terms of area and power consumption.
Moreover, this method does not avoid error propagation if more than one component produces erroneous
output. Duplication With Compare (DWC) [6] is an alternative approach to reduce the TMR overhead. It
compares the output results of duplicated modules in order to identify the errors .Though it can start the
appropriate processes, such a complete re-execution, it cannot fix them.

1.1OVERVIEW OF MBU

A Multiple Bit Upset (MBU) happens when a single radiation event affects multiple nearby bits at the
same time. This is more challenging to handle than SEUs because conventional error correction methods,
which are typically designed for single-bit errors, may fail to detect or correct them. As electronic devices
become smaller and more densely packed, MBUs are becoming increasingly common, making advanced error
correction techniques crucial for ensuring reliability in environments like space, avionics, and nuclear
applications.
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1.2PROBLEM STATEMENT

The increasing susceptibility of SRAM-based FPGAs to SEUSs, especially MBUSs, presents significant
challenges in ensuring reliable operation in radiation-prone environments like space. Current error correction
methodologies either impose excessive area and power overheads or fail to effectively address burst errors.
There is a critical need for a solution that achieves a high error correction rate while minimizing resource
consumption. The proposed H3 and P2H schemes aim to address these challenges with enhanced correction
efficiency and reduced overhead..

2.LITERATURE SURVEY

Researchers have found that readback scrubbing is a useful technique for error correction in SRAM-based
FPGAs [10]-[14]. Three types of readback.

The literature contains references to scrubbers. By directly comparing read frames with the golden copy,
the first category makes defect detection possible [13]. By replacing the defective frame with the appropriate
golden duplicate frame, the error is fixed. An extensive comparison with the golden copy is not used in the
second category [14]. By comparing the online computed error detection codes (EDCs) with the initial ones
that were calculated and externally stored for every frame, it finds the errors. The golden copy of the frame is
used for the fault recovery, much like in the preceding category. The third category makes fault detection and
computation possible.

Lanuzza et al. [12], hamming codes are applied to a data word that is obtained from frame bit interleaving
in order to rectify burst errors in SRAM-based FPGAs. The interleaving technique improves rectification
efficiency by decreasing the likelihood of several bit-faults occurring in a single data word. However, if a very
high error correction efficiency is needed, this method might not be appropriate because it is restricted by the
quantity of bit interleaving.

Argyrides et al. [10] provide the Matrix Code (MC) scheme, which combines parity and hamming codes
to allow for the detection and correction of numerous mistakes in a frame for an FPGA design. A matrix of
subwords is created from a frame word. Single Error Correction Double Error Detection (SECDED), parity
codes for each column, and hamming codes for each row are used to repair errors. Because the ECC code is
unable to detect errors that occur in more than two consecutive rows, this technique is ineffective at managing
MBUSs. Park and colleagues [11] suggest an integrated 2-D Hamming Product Code (2-D HPC) approach.
Hammering codes created by organizing the the 2-D array& FPGA configuration frame. Thus, for every row
and column of the 2-D array, hamming codes are calculated. This approach is ineffective at handling burst
faults because, like the earlier work, it cannot identify more than two errors that occur in the same row or
column,

3.EXSISTING METHODOLOGY

Error mitigation in SRAM-based FPGAs has relied on several established techniques to address the
susceptibility of these devices to Single Event Upsets (SEUSs), caused by radiation in space environments.
These methodologies include:

Triple Modular Redundancy (TMR): This techniqueinvolves replicating the hardware module threefold
and voting on their outputs. While effective in correcting single faults, it incurs a high area and power
overhead. TMR fails to prevent error propagation when multiple faults occur in the replicated modules.

Duplication with Comparison (DWC): DWC duplicates modules and compares their outputs to detect
faults. Although it reduces the area overhead compared to TMR, it cannot correct errors independently and
instead triggers additional operations for error rectification.

Blind Scrubbing: This technique uses an externally saved golden copy to rewrite configuration frames
on a regular basis. Although it successfully stops faults from spreading, it is unable to identify faults and
depends on precise SEU frequency estimations to maximize scrubbing intervals. Error Correction Codes
(ECCs), including parity and Hamming codes, are applied across rows and columns of configuration data
using matrix and 2D Hamming Product Codes. They perform well for double error detection (DED) and
single-bit error correction (SEC), but they have trouble with multi-bit upsets (MBUSs), which impact nearby
bits in a burst pattern. Especially in settings with high SEU rates, these approaches either have large resource
overhead or fall short in addressing burst errors.
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4. PROPOSED WORK DESCRIPTION

4.1 BITSTREAM INPUT

The process begins with the bitstream, which contains the necessary configuration data to program the
FPGA. This data determines how the logic blocks, interconnections, and switches are set up to perform the
intended functions.

4.2 ROW AND COLUMN PARITY GENERATION

Before storing the bitstream into the configuration memory, parity bits are generated for both rows
and columns of the data. These parity bits introduce redundancy, which helps in detecting and correcting
potential errors that may occur in memory during FPGA operation.

4.3 CONFIGURATION MEMORY

Before storing the bitstream into the configuration memory, parity bits are generated for both rows
and columns of the data. These parity bits introduce redundancy, which helps in detecting and correcting
potential errors that may occur in memory during FPGA operation.

4.4 FPGA TILE STRUCTURE
The FPGA consists of multiple tiles, each containing essential components for executing logic
operations.
These include:
e Configuration Logic Block (CLB): Responsible for implementing the required logic functions.
e Switch Block: Manages the routing between different logic elements.
e Connection Block: Facilitates interconnections between routing resources and logic components to
ensure smooth communication.

45 MULTIBIT ERROR DETECTION

To ensure reliable operation, a multi-bit error detection mechanism continuously monitors the
configuration memory and logic tiles. Using the stored parity bits, this system can identify errors that affect
multiple bits in the configuration data, which could otherwise compromise FPGA functionality.

4.6 MULTIBIT ERROR CORRECTION

Once errors are detected, an error correction mechanism is activated. This system applies Error
Correction Codes (ECC) or utilizes the stored parity information to correct faults. By rectifying errors, the
FPGA can maintain its configuration and continue functioning as intended.

Identification Output
of error =¥  comection
location

Channel

Fig. 1 Basic of MBU Detection

In fig 1, the input is given to encoder that encodes then its output is transferred over a channel to the
receiver. In between prior to the receiver it ensures the error free message that is being transferred further for
processing. That error is properly detected and it must be corrected to receive the original message. Hence the
proposed work is analyze the proper methodologies for error-free messages. It is the major and very essential
task for the exact communication in between transmitter and receiver.
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4.7 PROPOSED WORK FLOW
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Fig. 2 Flow chart of MBU Detection

4.8 BLOCK DIAGRAM

Program Clk Bitstream Loading

l FPGA

N IMECCC
» CRAM Logic
Elements

= Interrupt
e Manager LB

Bit stream
Configuration

Fig. 3 Block Diagram of MBU Detection

Bitstream Configuration: This block handles the configuration data for the FPGA. Bitstream
configuration is the process of loading a specific configuration (design or logic functions) into the
FPGA. The bitstream data is essentially a binary file that configures the internal resources of the FPGA
to implement the desired logic.

Program CIlk (Program Clock): The program clock is a dedicated clock signal that synchronizes the
bitstream loading process. This clock ensures the correct timing during configuration, enabling smooth and
error-free loading of the bitstream data into the FPGA.

Bitstream Loading: This line indicates the flow of the configuration bitstream data into the FPGA. It is
directed towards the IMECCC CRAM, where the bitstream is stored.

IMECCC CRAM: IMECCC stands for "Internal Memory Error Correction Code Circuitry”. The CRAM
(Configuration Random Access Memory) stores the configuration data of the FPGA. The IMECCC CRAM
includes error correction features to detect and correct potential errors in the configuration memory,
enhancing the reliability of the FPGA.
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Interrupt Manager: This module handles interrupts that may occur during FPGA operation. If an error is
detected by the IMECCC CRAM, the Interrupt Manager can trigger an interrupt signal. This interrupt can
alert the system to take corrective action, such as reconfiguring a portion of the FPGA to restore proper
functionality.

Logic Elements: This part represents the programmable logic elements within the FPGA, where actual user-
defined logic functions are implemented. These logic elements execute the computations or functions defined
by the bitstream configuration

5.SOFTWARE DESCRIPTION

Xilinx offers a range of software tools designed for FPGA and SoC development, each serving different
aspects of the design process. Vivado Design Suite is the primary tool for FPGA and SoC design. It provides
everything needed for synthesis, place and route, simulation, and debugging. It includes High-Level Synthesis
(HLS) for converting C/C++ code into RTL, as well as an IP integrator for block-based design. Timing
analysis and optimization are also integral features, making it a comprehensive solution for hardware
development. Vitis Unified Software Platform is aimed at software development on Xilinx hardware,
including FPGAs, SoCs, and ACAP devices. It allows developers to write software applications, optimize
performance, and accelerate workloads using pre-built libraries.

Vitis also integrates with Peta Linux for embedded Linux applications, making it suitable for embedded
system development. Peta Linux Tools are specifically designed for creating and managing Linux-based
embedded systems on Xilinx SoCs. Developers can configure the Linux kernel, customize the root filesystem,
and generate boot images. This tool is essential for deploying Linux-based applications on Zyng and Versal
platforms.

Xilinx Model Composer is a model-based design tool integrated with MATLAB/Simulink. It is widely
used for developing DSP and Al algorithms, enabling system simulation and validation directly within the
Simulink environment. Previously, Xilinx provided the SDx toolchain, which included SDAccel, SDSoC, and
SDSynth for high-level synthesis and software acceleration. However, these tools have been replaced by Vitis,
which combines their functionalities into a single platform.

6.SIMULATION RESULTS
6.1 SCHEMATIC VIEW

= —

Fig. 6 Parity Encoder Fig. 7 Decoder
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7. COMPARISON

The comparison table highlights the key differences between the work of S. P. Park et al. and the proposed
approach in terms of error correction capabilities and error types. While S. P. Park’s method primarily
addresses Single Event Upsets (SEUS), the proposed work extends the correction capability to include Multi-
Bit Upsets (MBUSs), offering a more robust solution. Additionally, the error type coverage is broader in the
proposed method, indicating an advancement in handling complex fault scenarios compared to the earlier
technique.

Table 1.1 Comparison of Bit Detection

Parameters S. P. Park et.al | Proposed work
Correction Capability SEU MBU
Error type SEU MBU

8. CONCLUSION

The two novel error detection/correction techniques are proposed that as follows, SBUs and MBUs in
SRAM-based FPGAs can be mitigated by combining these techniques with frame readback scrubbing.
Additionally, a suitable architecture that makes use of COTS FPGAs has been described for the
implementation of the suggested schemes. These two systems are assessed and contrasted with the previous
relevant studies in terms of their execution time ratio, error correction percentage, and ECC overhead. Based
on the findings, we suggest applying the H3 method in settings where the error correction percentage is crucial
and the SEU conditions are higher. However, because the P2H method has a modest error correction capability
with a lower ECC overhead, it will work better in situations with a moderate SEU.

9. DISCUSSION

Proposed work can be used in developing adaptive error correction techniques. By analyzing error
patterns in real-time, the system could predict and prevent potential failures before they occur. Additionally,
integrating more efficient low-power error correction mechanisms would enhance FPGA performance in
power-sensitive applications. Exploring advanced fault-tolerant architectures can further strengthen
reliability, making FPGA systems more robust for aerospace, automotive, and industrial automation
applications.
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