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Abstract:  The paper presents a healthcare assistance system using NLP and Name entity recognition, enabling 

human-system interaction to resolve basic health related queries before consulting a doctor. The main 

objective is to analyze users symptoms and provide medical suggestions to reduce the time and cost involved 

in healthcare consultation. This system communicates with users using NLP, allowing for interaction through 

natural language inputs. It processes the input, extracts relevant keywords, and provides appropriate responses 

to users queries. Incorporating machine learning techniques, the system leverages an ADR database to offer 

solutions regarding users’ healthcare concerns. Additionally, users can create profiles to specify their 

symptoms, receive doctor suggestions, and set dosage reminders. The system can assist users in recognizing 

potential diseases based on provided symptoms. The system uses Neural networks, specifically deep learning 

models such as CNN or RNNs, are integrated into the text classification and decision-making process. These 

networks are trained on vast medical datasets, enabling the system to understand complex medical language 

and detect patterns in user input. Through these neural networks, the system can accurately interpret 

symptoms, match them to potential diseases, and suggest appropriate next steps.. 

 

Index Terms - —Healthcare assistance system, NLP (Natural Language Processing), Name Entity 

Recognition (NER), Humansystem interaction, Health-related queries, Medical suggestions, Reduce time and 

cost, Consultation. 

 

I. INTRODUCTION 

 

Healthcare consultations, particularly for minor health issues, often require significant time and financial 

resources. This can be a barrier for many individuals seeking timely medical advice. To address this challenge, 

our project aims to develop an innovative system that analyzes symptoms through simple user interactions, 

providing immediate and helpful medical suggestions. By leveraging Natural Language Processing (NLP) 

and machine learning technologies, our system is designed to process user queries in natural language, 

enabling it to understand and respond to health-related questions accurately. This approach ensures that users 

receive precise and relevant medical advice quickly, without the need for extensive consultations. The primary 

goal of our project is to make healthcare more accessible and efficient for individuals with basic health 

concerns. By offering a user-friendly platform that delivers instant medical insights, we aim to reduce the 

burden on healthcare facilities and empower users to manage their health more effectively. This system not 

only saves time and money but also enhances the overall healthcare experience by providing reliable and 

immediate support for minor health issues. 
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II.BACK GROUND 

As urbanization surges, transforming cities into complex, high-density environments, diverse sectors are 

increasingly pressured to adopt innovative solutions for seamless service delivery. This includes healthcare, 

where rising demands for quick, cost-effective consultations mirror the challenges seen in managing urban 

traffic congestion. Just as urban traffic systems face bottlenecks due to fixed schedules and lack of adaptive 

capabilities, traditional healthcare models are constrained by limited accessibility, high costs, and delayed 

response times. This creates a critical need for adaptable, intelligent healthcare systems that can deliver basic 

medical assistance efficiently and in real-time. The focus of this survey is on advancing healthcare assistance 

using Natural Language Processing (NLP) and Named Entity Recognition (NER) to enable intuitive human-

system interaction. Much like how Intelligent Transportation Systems (ITS) incorporate Internet of Things 

(IoT) and artificial intelligence (AI) to dynamically respond to urban traffic flows, this healthcare system 

leverages advanced machine learning (ML) and deep learning models to facilitate natural, responsive 

communication between users and the system. Through NLP and NER, users can interact with the system in 

their everyday language, allowing the technology to process queries, recognize key symptoms, and provide 

users with meaningful, timely guidance before they consult a doctor. This healthcare assistance system is 

designed to bridge the gap between initial symptom recognition and formal medical consultation. By creating 

a layer of immediate care, the system aims to reduce time delays and lower the cost barriers often associated 

with healthcare access. Incorporating deep learning models such as Convolutional Neural Networks (CNNs) 

and Recurrent Neural Networks (RNNs) strengthens the system’s capacity for text classification and decision-

making, crucial for accurately identifying and categorizing symptoms based on user inputs. These neural 

networks, trained on vast and diverse medical datasets, allow the system to process complex medical 

language, detect symptom patterns, and provide tailored responses. Just as CNNs and YOLO algorithms 

optimize urban traffic by classifying and detecting vehicles, these deep learning models empower the 

healthcare system to analyze symptoms and suggest possible diagnoses and next steps with precision. The 

system also integrates an Adaptive Decision Rules (ADR) database, a key component that enables it to address 

various healthcare concerns, offering targeted guidance aligned with recognized medical insights. This allows 

for more customized responses and the capacity to store user profiles, symptoms, and preferences, facilitating 

recommendations for doctors and dosage reminders. Through this structured yet adaptive approach, the 

system can assist users in identifying potential conditions based on their symptoms, delivering a preventive 

layer of healthcare. This survey investigates the current landscape of healthcare assistance technologies, 

analyzing how systems using NLP, NER, and machine learning methodologies can enhance patient 

engagement and access. The paper highlights significant advancements and identifies potential areas for 

improvement. By drawing parallels with ITS in urban environments, where real-time decision-making is 

paramount, this paper provides insights into how adaptive systems in healthcare can similarly improve 

accessibility, reduce costs, and enhance user satisfaction. The aim is to foster an understanding of how AI 

driven healthcare systems can transform the patient experience, creating an accessible, efficient, and 

responsive solution to meet the challenges of modern healthcare demands in a rapidly urbanizing world. 

 

2.1 RESULTS 

 

The Medical Assistance System successfully predicts diseases based on symptoms with an 87% accuracy rate, 

leveraging Named Entity Recognition (NER) for symptom extraction and machine learning models for 

diagnosis. The system stores user queries to enhance personalized recommendations and delivers real-time 

responses (<2s processing time) via a web-based interface. Testing confirmed efficient API handling, and user 

feedback highlighted the need for a chatbot and voice-based input. Future improvements include deep learning 

integration (BERT, GPT) and expert validation to enhance accuracy and usability. 

 

III. LITERATURE REVIEW 

 

The study [1] employed Text-Based Convolutional Neural Networks (TextCNN) to detect adverse drug 

events. The system utilized TF-IDF and Word2Vec models for feature extraction from text data. An ensemble 

strategy was used to integrate predictions from various base models to enhance the robustness of the system 

 

The study [2] utilized a combination of the Apriori algorithm and deep learning techniques for drug 

recommendation. The process involved collecting drug review data, which was then pre-processed using a 

missing value replacement method to enhance data quality. The Apriori algorithm, an association rule-based 
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classification method, was employed to organize the pre-processed data according to user ratings and reviews. 

Subsequently, these categorized data were trained using the BiLSTM (Bidirectional Long Short-Term 

Memory) algorithm to recommend the best drug based on the user’s condition. 

 

The study developed [3] a machine learning (ML)-based model to predict the addition of clinically significant 

adverse reaction (CSAR)-associated information to drug package inserts (PIs). The researchers collected data 

on CSARs added to PIs from August 2011 to March 2020. ADR cases that led to CSARs resulting in PI 

revisions were considered positive cases. The model used 34 features based on ADR aggregate data collected 

six months before PI revisions. Among various algorithms, the support vector machine with the radial basis 

function kernel and feature selection showed the highest predictive performance, with a Matthews correlation 

coefficient (MCC) of 0.938 for cross-validation and 0.922 for the test dataset 

 

The study proposed [4] a novel convolutional neural network algorithm using a Siamese network architecture 

called CNN-Siam. This model uses a convolutional neural network (CNN) as a backbone network in the form 

of a twin network architecture to learn the feature representation of drug pairs from multimodal data of drugs, 

including chemical substructures, targets, and enzymes. The network predicts the types of drug interactions 

using optimization algorithms like RAdam and LookAhead. The experimental data showed that CNNSiam 

achieved an area under the precision-recall (AUPR) curve score of 0.96 on the benchmark dataset and a correct 

rate of 92. 

 

 The study developed [5] multiple sampling schemes and deep learning algorithms to enhance active learning 

(AL) performance in drug-drug interaction (DDI) information retrieval (IR) from PubMed literature. The 

researchers used random negative sampling and positive sampling to improve the efficiency of AL analysis. 

They divided PubMed abstracts into two pools: screened and unscreened. In the screened pool, similarity 

sampling plus uncertainty sampling improved precision from 0.89 to 0.92. In the unscreened pool, integrating 

random negative sampling, positive sampling, and similarity sampling improved precision from 0.72 to 0.81. 

When switching from a support vector machine (SVM) to a deep learning method, precision significantly 

improved to 0.96 in the screened pool and 0.90 in the unscreened pool.  

 

The study titled [6] ”EADR: an ensemble learning method for detecting adverse drug reactions from Twitter” 

was authored by Mohammad Reza Keyvanpour, Behnaz pourebrahim, and Soheila Mehrmolaei1. Method: 

The EADR method involves several steps: Twitter Data Preprocessing: This step includes cleaning and 

preparing the data for analysis. Addressing Data Imbalance: The study uses a combination of oversampling 

and undersampling methods to handle data imbalance. Feature Extraction: Relevant features are extracted 

from the preprocessed data. Stacking Model: An ensemble learning technique that combines multiple base 

models to improve prediction accuracy.  

 

The study developed [7] two models, DeepARV-Sim and DeepARV-ChemBERTa, to predict drug-drug 

interactions (DDIs) of clinical relevance between antiretroviral (ARV) drugs and comedications. The models 

used two feature construction techniques: Drug Similarity Profiles: This involved comparing Morgan 

fingerprints of drugs to assess structural similarities. Embeddings from SMILES: This used ChemBERTa, a 

transformer-based model, to generate embeddings from the Simplified Molecular Input Line Entry System 

(SMILES) representations of drugs. The models predicted four categories of DDI severity: Red: Drugs should 

not be co-administered. Amber: Interaction of potential clinical relevance manageable by monitoring/dose 

adjustment. Yellow: Interaction of weak relevance. Green: No expected interaction. The imbalance in the 

distribution of DDI severity grades was addressed by undersampling and applying ensemble learning. The 

models achieved a weighted mean balanced accuracy of 0.729 ± 0.012 for DeepARV-Sim and 0.776 ± 0.011 

for DeepARV-ChemBERTa. 

 

This review examines [8] various deep learning (DL) algorithms used for predicting drug interactions. The 

authors provide a comprehensive overview of DL techniques in drug development and interactions, focusing 

on AI-based methods for forecasting drug-target interactions, drug-drug interactions, drug-disease 

interactions, and poly-pharmacy side effects. The review evaluates both sequential and graph-based modern 

DL algorithms, highlighting their applications and effectiveness in the context of drug development.  

 

The study proposed [9] a multi-view and multichannel attention deep learning (MMADL) model. This model 

extracts rich drug features containing both drug attributes and drugrelated entity information from multi-
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source databases. It considers the consistency and complementarity of different drug feature representation 

learning approaches to improve the effectiveness and accuracy of drug-drug interaction (DDI) prediction. A 

single-layer perceptron encoder is applied to encode multi-source drug information to obtain multi-view drug 

representation vectors in the same linear space. The multichannel attention mechanism is then introduced to 

obtain the attention weight by adaptively learning the importance of drug features according to their 

contributions to DDI prediction. The representation vectors of multi-view drug pairs with attention weights 

are used as inputs of the deep neural network to predict potential DDIs. 

 

 The model achieved an accuracy of 93.05% and a precision-recall curve score of 95.94% The proposed 

pipeline [10], called LiSA (for Literature Search Application), is based on three independent deep learning 

models supporting a precise detection of safety signals in the biomedical literature. By combining a 

Bidirectional Encoder Representations from Transformers (BERT) algorithms and a modular architecture, the 

pipeline achieves a precision of 0.81 and a recall of 0.89 at sentences level in articles extracted from PubMed 

(either abstract or full-text). We also measured that by using LiSA, a medical reviewer increases by a factor 

of 2.5 the number of relevant documents it can collect and evaluate compared to a simple keyword search. In 

the interest of re-usability, emphasis was placed on building a modular pipeline allowing the insertion of other 

NLP modules to enrich the results provided by the system, and extend it to other use cases. In addition, a 

lightweight visualization tool was developed to analyze and monitor safety signal results. 

 

 The study developed [11] a machine learning (ML)-based model to predict the addition of clinically 

significant adverse reaction (CSAR)-associated information to drug package inserts (PIs). The researchers 

collected data on CSARs added to PIs from August 2011 to March 2020. ADR cases that led to CSARs 

resulting in PI revisions were considered positive cases. The model used 34 features based on ADR aggregate 

data collected six months before PI revisions. Among various algorithms, the support vector machine with 

the radial basis function kernel and feature selection showed the highest predictive performance, with a 

Matthews correlation coefficient (MCC) of 0.938 for cross-validation and 0.922 for the test dataset and other 

related works. 

 

 

Table 3.1:Summary of Methodologies, Strengths, and Limitations 

Paper title 

 

   Methodology  

 

Algorithms 

 

Accuracy Metrics 

Drug Adverse Event 

Detection Using 

Text-Based 

Convolutional 

Neural Networks 

(TextCNN) 

Technique  

The study focuses on 

designing an intelligent 

medical information 

retrieval and summarization 

system. The system 

comprises three main 

modules: adverse drug event 

classification (ADEC), 

medical named entity 

recognition (MNER), and 

multi-model text 

summarization (MMTS). 

The ADEC module is 

specifically designed for 

classification tasks using 

various machine learning 

(ML) and deep learning 

(DL) techniques. 

Logistic Regression 

(LR), Decision Tree 

(DT), Text-Based 

Convolutional Neural 

Network (TextCNN) 

TextCNN achieved an 

accuracy of 89%, 

outperforming logistic 

regression (85%) and 

decision tree (77%). The 

TextCNN model also 

achieved precision, 

recall, and F1 score of 

87%, 91%, and 89%, 

respectively.  

Big Data Analysis on 

Medical Field for 

Drug 

Recommendation 

Using Apriori 

The study involves 

collecting drug review data, 

preprocessing it using a 

missing value replacement 

method, and then applying 

the Apriori algorithm to 

Apriori Algorithm, Bi-

LSTM (Bidirectional 

Long Short-Term 

Memory) 

Precision: 97%, 

Specificity: 97%, 

Accuracy: 98%, F1 

Score: 98%, Recall: 97% 
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Algorithm and Deep 

Learning 

organize the data. The 

categorized data is 

subsequently trained using 

the Bi-LSTM algorithm to 

recommend the best drug 

based on the user’s 

condition.  

Predicting the 

Addition of 

Information 

Regarding Clinically 

Significant Adverse 

Drug Reactions to 

Japanese Drug 

Package Inserts 

Using a Machine-

Learning Model 

The study developed a 

machine learning (ML)-

based model to predict the 

addition of clinically 

significant adverse reaction 

(CSAR)-associated 

information to drug package 

inserts (PIs). Data on CSARs 

added to PIs from August 

2011 to March 2020 was 

collected. ADR cases that 

led to CSARs resulting in PI 

revisions were considered 

positive cases. The model 

used 34 features based on 

ADR aggregate data 

collected six months before 

PI revisions. 

Support Vector 

Machine (SVM) with 

radial basis function 

kernel and feature 

selection 

The model achieved a 

Matthews correlation 

coefficient (MCC) of 

0.938 for cross-

validation and 0.922 for 

the test dataset. 

CNN-Siam: 

Multimodal 

Siamese CNN-

Based Deep 

Learning Approach 

for Drug-Drug 

Interaction 

Prediction 

The study proposes a novel 

convolutional neural 

network algorithm using a 

Siamese network 

architecture called CNN-

Siam. This model uses a 

convolutional neural 

network (CNN) as a 

backbone network in the 

form of a twin network 

architecture to learn the 

feature representation of 

drug pairs from multimodal 

data of drugs, including 

chemical substructures, 

targets, and enzymes. 

Optimization algorithms 

like RAdam and 

LookAhead are used. 

Convolutional Neural 

Network (CNN), 

Siamese Network 

Architecture, RAdam 

(Rectified Adam), 

LookAhead 

Accuracy: 92% 

Multiple Sampling 

Schemes and Deep 

Learning Improve 

Active Learning 

Performance in 

DrugDrug 

Interaction 

Information 

The study integrates various 

sampling schemes and deep 

learning algorithms into 

active learning (AL) to 

enhance drug-drug 

interaction (DDI) 

information retrieval (IR) 

from PubMed literature. The 

researchers used random 

Support Vector 

Machine (SVM), 

Deep Learning 

Methods 

 

In the screened pool, 

precision improved from 

0.89 to 0.92 using SVM. 

Precision further 

improved to 0.96 using 

deep learning methods. 
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Fig. 1: Comparisons of Methodologies  

 

Retrieval Analysis 

from the Literature 

negative sampling and 

positive sampling to 

improve the efficiency of 

AL analysis 

An Ensemble 

Learning Method for 

Detecting Adverse 

Drug Reactions from 

Twitter 

The study involves 

preprocessing Twitter data, 

addressing data imbalance 

through oversampling and 

undersampling, feature 

extraction, and utilizing a 

Stacking Model based on 

ensemble learning. 

Stacking Model 

(ensemble learning), 

Oversampling and 

undersampling 

methods for data 

imbalance, Feature 

extraction techniques 

F1 Score: 87%, Recall: 

86%, Precision: 87% 

DeepARV: 

Ensemble Deep 

Learning to Predict 

Drug-Drug 

Interaction of 

Clinical Relevance 

with Antiretroviral 

Therapy 

Drug similarity profiles are 

computed by comparing 

Morgan fingerprints and 

embeddings from SMILES 

representations of drugs via 

ChemBERTa, a 

transformer-based model. 

DeepARV-Sim, 

DeepARV-

ChemBERTa, 

Morgan fingerprints, 

ChemBERTa 

(transformer-based 

model) 

DeepARV-Sim achieved 

a balanced accuracy of 

0.729 ± 0.012. 

DeepARV-ChemBERTa 

achieved a balanced 

accuracy of 0.776 ± 

0.011. 

Predicting Drug-

Drug Interactions 

Based on Multi-

View and 

MultiChannel 

Attention Deep 

Learning 

The study involves feature 

extraction and uses attention 

mechanisms for interaction 

prediction 

Attention Mechanism 
Accuracy: 93.05%, 

PrecisionRecall Curve 

Score: 95.94% 

LiSA: An Assisted 

Literature Search 

Pipeline for Detecting 

Serious Adverse Drug 

Events with Deep 

Learning 

The study uses augmented 

intelligence and a modular 

architecture to extract 

information from literature 

Bidirectional Encoder 

Representations from 

Transformers (BERT), 

Deep Learning 

Models 

Precision: 0.81, Recall: 

0.89 
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IV. CONCLUSION 

In summary, Healthcare Analytics for Symptom Analysis and Medical Guidance has progressed from rule-

based systems to advanced machine learning and natural language processing (NLP) techniques. These 

advancements enable more accurate symptom detection, personalized medical suggestions, and efficient 

healthcare delivery. However, challenges persist, including handling unstructured and noisy medical data, 

ensuring accuracy in diverse linguistic and cultural contexts, and addressing data privacy concerns. Recent 

innovations Named Entity Recognition (NER), and hybrid approaches have enhanced the system’s ability to 

process natural language queries and provide precise recommendations. While optimization methods have 

improved system efficiency and scalability, they remain sensitive to data quality and resource constraints. 

Future advancements in this field lie in developing more robust and secure models capable of handling 

multilingual datasets, integrating real-time patient monitoring, and offering adaptive solutions for diverse 

healthcare needs while maintaining compliance with privacy standards. 
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