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ABSTRACT - Credit card fraud is the top issue for 

financial transactions today because of increasing 

digital payments. A sophisticated system for detecting 

fraud is developed employing XGBoost, an accelerated 

gradient boosting framework, along with SMOTE 

(Synthetic Minority Over- sampling Technique) for 

handling class imbalance. The proposed model is 

trained on a database of actual credit card transactions 

and obtains better accuracy, precision, recall, and F1- 

score than conventional machine learning methods. 

Furthermore, the system is implemented with Flask, 

providing a web-based fraud monitoring dashboard 

with real-time transaction monitoring and email 

notifications of fraudulent transactions. The 

experimental results show that XGBoost performs 

better than Random Forest and is an appropriate 

algorithm to use for real-time fraud detection. 
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I. INTRODUCTION 

 

The sudden surge in electronic financial transactions, 

brought about by growth in e-commerce, online 

banking, and mobile payment systems, has greatly 

exacerbated the threat of fraud, seriously challenging 

financial institutions and consumers alike. Credit card 

fraud is amongst the most important issues, given that 

fraudsters are constantly creating new methods for 

evading protection measures, and this results in serious 

financial loss. Rule-based, manual-verified traditional 

fraud detection systems are ineffectual since they do not 

adapt to dynamic fraud schemes but instead get 

outdated over time. These legacy solutions tend to 

experience high rates of false positives when legitimate 

transactions get flagged as fraud, thereby causing 

inconvenience to end-users, yet at the same time miss 

sophisticated frauds. To address these constraints, 

machine learning (ML)-based fraud detection models 

have come to the forefront as a potential solution that 

deploys data-driven techniques to recognize concealed 

fraud patterns and provide real-time predictions. Of ML 

methods, ensemble learning algorithms like XGBoost 

have become popular because of their high predictive 

accuracy, stability, and capacity to deal with complex 

data. Yet, one of the biggest challenges with fraud 

detection is class imbalance, where fraudulent 

transactions are only a minority of all transactions, thus 

resulting in skewed models that find it difficult to 

accurately classify fraud cases. In order to rectify this 

situation, the Synthetic Minority Over-sampling 

Technique (SMOTE) is used to create synthetic 

examples of fraudulent transactions, thus enhancing the 

classifier to effectively identify fraud patterns. In this 

study, an XGBoost model is used for detecting fraud, 

using SMOTE to balance data and improve 

classification. The system is also deployed through 

Flask, which is a minimalist web framework allowing 

real-time monitoring of fraud and transaction analysis. 

Users can monitor their transactions using an interactive 

web dashboard, and in the event of any suspected fraud, 

instant email alerts are sent to further verify. The 

efficacy of the suggested model is established by 

conducting rigorous experiments on actual credit card 
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transaction data sets, showing better performance in 

accuracy, precision, recall, and F1-score than traditional 

models like Random Forest. The findings establish that 

XGBoost, along with SMOTE and a web-based fraud 

detection system, is an effective, scalable, and real-time 

solution for identifying fraudulent transactions while 

reducing financial risks. This research emphasizes the 

need to utilize sophisticated machine learning methods 

for financial security so that fraud detection systems are 

adaptive, accurate, and effective in countering new 

threats in online transactions. Future studies can 

investigate the combination of deep learning methods, 

blockchain security features, and real-time streaming 

analytics to further improve fraud detection capabilities 

to make financial transactions more secure and resistant 

to changing cyber threats. 

 

II. LITERATURE SURVEY 

 

A Supervised Machine Learning Algorithm for 

Detecting and Predicting Fraud Credit Card 

Transactions. Authors: S. Bhuvaneswar, B. Avyay, 

Kondadi Tejith, Ms. S. Kavitha (2024) [1].The research 

delves into the expanding demand for sophisticated 

fraud detection methods in financial transactions 

because of the sophistication of fraudulent schemes. 

Rule-based fraud detection systems have not been 

effective because they are unable to evolve along with 

changing patterns of fraud. To overcome such 

shortcomings, the authors concentrate on supervised 

machine learning methods, especially Random Forest, 

as a useful classification algorithm to identify 

fraudulent credit card transactions. Random Forest, a 

method of ensemble learning, improves prediction by 

aggregating several decision trees, avoiding overfitting, 

and enhancing fraud classification performance. One of 

the major challenges to fraud detection is the problem 

of class imbalance, where fraudulent transactions 

account for a small percentage of the data, and the 

model predictions become biased. To counter this, the 

research uses the Synthetic Minority Over-sampling 

Technique (SMOTE), which creates synthetic samples 

of the minority class to balance the dataset. This 

enhances the classifier's capacity to identify fraud 

without increasing bias toward legitimate transactions. 

Furthermore, the study emphasizes the need for real- 

time fraud detection, suggesting the implementation of 

the fraud detection model through Flask, a light web 

framework that allows real-time transaction monitoring 

and fraud alert notifications. This guarantees immediate 

alerts to financial institutions and users for suspicious 

transactions, enabling swift intervention. The research 

concludes that Random Forest in combination with 

SMOTE drastically improves fraud detection accuracy, 

recall, and precision beyond conventional detection 

methods. Integrating machine learning algorithms, data 

balancing, and real-time tracking, the suggested system 

offers an extremely efficient and scalable fraud 

detection system that reduces financial risk and 

enhances transaction security. 

 

 

A Logistic Regression-based Model for Identifying 

Credit Card Fraudulent Transactions. Authors: 

Abdulrashid Sani, Zahriya Lawal Hassan, Anas Tukur 

Balarabe (2024) [2]. In this research, the authors discuss 

the growing problem of fraudulent transactions in 

online credit card operations, which have increased in 

frequency with the transition to electronic payment 

platforms. To counter this, they suggest a strong fraud 

detection model based on machine learning methods, 

with a specific emphasis on Logistic Regression. The 

model is created and deployed via Python programming 

using a credit card transaction dataset from Kaggle. The 

data is split into training and testing sets to construct 

and test the performance of the model. On testing, the 

Logistic Regression model had a high accuracy rate of 

99.87% in identifying new fraudulent transactions. This 

high accuracy indicates the effectiveness of the model 

in identifying legitimate and fraudulent transactions and 

hence securing online transactions. The results are 

graphically depicted, clearly demonstrating the model's 

ability to enhance online transaction security. Through 

the combination of sophisticated machine learning 

algorithms and Python, this study makes a valuable 

contribution to the efforts of reducing the negative 

effects of fraudulent transactions on financial 

stakeholders and consumers. 

 

 

Evaluating the Efficacy of Machine Learning Models in 

Credit Card Fraud Detection. Author: Gregorius 

Airlangga (2024) [3]. In this paper, Gregorius 

Airlangga discusses the serious problem of credit card 

fraud, which has increased with the growth in electronic 

transactions. The paper is based on a discussion of how 

different machine learning models can be utilized to 

assess how well the models identify fraudulent 

transactions from a large sample of 555,719 credit card 

transactions. The author carefully juxtaposes both 

baseline and state-of-the-art machine learning 

algorithms such as Logistic Regression, Support Vector 

Machines (SVM), Random Forest, Gradient Boosting, 

k-Nearest Neighbors (k-NN), Naive Bayes, AdaBoost, 

LightGBM, XGBoost, and Multilayer Perceptrons 

(MLP). The performance of each model is evaluated in 

terms of accuracy and reliability in flagging fraudulent 

transactions. Based on the findings, ensemble methods 

are shown to yield better accuracy and stability than 

solo classifiers, which are Random Forest and Gradient 
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 Boosting. This study emphasizes having the right 

models of machine learning and the efficacy of 

ensemble methodologies in improving detection of 

fraudulent use of credit cards. 

 

 

Credit Card Fraud Detection Using Machine Learning. 

Authors: Jitendra Kumar, Pankaj Kumar Goswami 

(2024) [4]. The research deals with the increasing 

phenomenon of credit card fraud, which has been 

growing with the upsurge in online transactions. 

Conventional techniques of fraud detection are losing 

efficiency in detecting fraud as they remain static and 

unable to change as fraud patterns change. In order to 

overcome such drawbacks, the authors investigate 

several machine learning approaches towards credit 

card fraud detection (CCFD), determining their 

capability of differentiating genuine and false 

transactions. The studies compare various machine 

learning classifiers like Random Forest, Support Vector 

Machine (SVM), K-Nearest Neighbor (K-NN), 

Gaussian Naïve Bayes, Decision Tree, and Logistic 

Regression. All these models are evaluated for their 

predictive power and performance in fraud detection 

tasks. The work also explores the possibility of 

enhancing fraud detection with Convolutional Neural 

Networks (CNNs), a deep learning method. The authors 

examine how different hyperparameters like the 

number of layers, epochs, and model complexity 

influence overall accuracy. Further, to overcome the 

class imbalance problem, they use data balancing 

methods to make sure that the model is able to identify 

fraudulent transactions effectively without being 

skewed towards non-fraudulent cases. The comparative 

analysis results show that the Random Forest classifier 

performs better than other models with an F1-score of 

85.71%, Precision of 97.40%, and Accuracy of 99.96%, 

which makes it the best algorithm for credit card fraud 

detection. The research concludes that ensemble 

techniques such as Random Forest offer a very accurate 

and dependable method for identifying suspicious 

transactions. It also emphasizes the need to choose the 

appropriate machine learning models and set 

hyperparameters to improve fraud detection 

performance. The research indicates that incorporating 

sophisticated machine learning models, especially 

ensemble methods, in fraud detection systems can 

greatly enhance financial security and mitigate 

fraudulent transactions in electronic commerce. 

 

 

Comparative Analysis of Machine Learning 

Techniques for Credit Card Fraud Detection: Dealing 

with Imbalanced Datasets. Author: Vahid Sinap (2024) 

[5]. Credit card fraud detection is an important problem 

in the financial industry, further compounded by the 

enormous class imbalance present in datasets with 

fraudulent transactions only making up a small 

percentage of total transactions. Conventional methods 

of fraud detection are usually incapable of keeping up 

with changing fraud patterns, prompting the need to 

employ sophisticated machine learning algorithms. This 

research compares and assesses the performance of 

different supervised machine learning models in 

identifying fraudulent transactions and solving the 

problem of class imbalance. The study compares 

Logistic Regression, Decision Trees, Random Forest, 

XGBoost, Naïve Bayes, K-Nearest Neighbors (K-NN), 

and Support Vector Machine (SVM) to see how 

accurate and efficient they are in fraud detection. Since 

imbalanced datasets might lead to biased models 

towards the majority class, the research uses a variety of 

preprocessing methods such as scaling and distribution 

shifts, random under-sampling, PCA-based dimension 

reduction, and fraud pattern discovery through 

clustering. The methods guarantee effective training of 

models to identify fraudulent transactions without any 

bias towards legitimate transactions. Model performance 

is measured with important metrics including Accuracy, 

Precision, Recall, F1 - Score, Area Under the Receiver 

Operating Characteristic Curve (AUC-ROC), and Area 

Under the Precision-Recall Curve (AUPRC). Confusion 

matrices and ROC curves are also utilized to graphically 

represent model effectiveness. Findings show that 

Random Forest and K-Nearest Neighbors (K-NN) 

perform better than other models, with an accuracy of 

97%, and are thus the most efficient algorithms for credit 

card fraud detection. The research underscores the 

relevance of using strong machine learning models 

alongside data preprocessing techniques for maximizing 

the accuracy of fraud detection. Utilizing ensemble 

learning and instance- based methods, this research 

offers insightful contributions to devising more effective 

fraud detection systems capable of reducing financial 

risks and improving transaction security. 

 

III. METHODOLOGY 
 

Fig. 1 Flowchart of the fraud detection process 
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3.1 Dataset Description 

 

The dataset consists of credit card transactions, wherein 

each transaction has been labeled as either fraudulent or 

legitimate. Features include transaction amount, 

location, time, and cardholder information. 

 

3.2 Preprocessing 

 Missing Value Handling: The missing values 

are imputed.

 Feature Scaling: Numerical features are 

standardized.

 Class Imbalance Handling: SMOTE is applied 

to generate synthetic samples of the minority class- 

fraud transactions.

 

3.3 XGBoost Algorithm 

 

Fig. 2. Process of XGBoost Algorithm 

 
 

 

XGBoost (eXtreme Gradient Boosting) is a gradient 

boosting ensemble learning algorithm that constructs 

decision trees in sequence, with each subsequent tree 

mitigating errors committed by earlier ones. Important 

strengths of XGBoost are: 

 

 

• Gradient Boosting Framework: Minimizes a 

loss function via gradient descent. 

• Regularization Techniques: Applies L1 and 

L2 regularization to prevent overfitting. 

• Handling Missing Values: Automatically 

determines the optimal direction for missing values. 

• Tree Pruning: Applies depth-wise pruning for 

enhanced efficiency. 

• Parallel Processing: Increases processing 

speed over other boosting techniques. 

• Feature Importance Ranking: Determines the 

features that drive fraud detection. 

Algorithm Steps: 

 

1. Initialize Model Parameters: Define 

learning rate, estimators, and depth. 

 

2. Build Weak Learners: Create a series of 

sequential decision trees. 

 

3. Calculate Residual Errors: Each tree makes up 

for past errors. 

 

4. Update Weights: Reduces classification 

mistakes by adjusting weights. 

 

5. Optimize Loss Function: Utilizes gradient 

descent to optimize loss. 

 

6. Final Prediction: Compiles results from all 

trees to find fraud probability. 

 

3.4 Applying SMOTE 

SMOTE (Synthetic Minority Over-Sampling Technique) 

is a widely used method to address class imbalance in 

fraud detection datasets. Instead of simply duplicating 

existing minority class samples, SMOTE creates new, 

synthetic data points by interpolating between existing 

instances. This approach helps improve the model’s ability 

to learn fraud patterns effectively, leading to better fraud 

detection. 

 

How SMOTE Works 

 

1. Select a sample from the minority class at random. 

2. Identify its k-nearest neighbors within the same- 

class. 

3. Randomly choose one of these neighbors. 

4. Create a synthetic instance by interpolating between the 

original point and the chosen neighbor using the formula: 

 

Where 𝜆 is a random number between 0 and 1 

5. Repeat the process until the desired class balance is 

achieved. 

 

Advantage of SMOTE 

 

 Prevents model bias toward the majority class. 

 Improves recall for detecting fraudulent 

transactions. 
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 Enhances generalization by generating 
diverse training samples. 

 

Limitations of SMOTE 

 May generate synthetic instances that overlap 

with legitimate transactions, leading to false positives. 

 Does not address within-class noise, which may 

lead to inaccurate synthetic samples. 

 Works best when combined with ensemble 

learning methods like Random Forest to improve 

classification accuracy. 

 

By applying SMOTE in conjunction with Random 

Forest, we ensure a balanced dataset, enabling the 

model to better distinguish fraudulent transactions from 

legitimate ones while reducing the chances of missing 

fraud cases. 
 

 

Fig. 3. SMOTE Technique 
 

 

3.5 System Architecture 

 

The fraud detection system consists of: 

 

 User Authentication: Secure registration 

and login using email verification to ensure authorized 

access.

 Transaction Monitoring: Continuous 

real-time analysis of transactions to identify fraudulent 

patterns.

 Fraud Detection Model: XGBoost algorithm 

classifies transactions as legitimate or fraudulent based on 

trained patterns.

 Alert System: If a transaction is flagged as 

suspicious, an automated email notification is sent to the 

user for verification.

 Web Dashboard: A Flask-based UI that 

provides users with transaction history, fraud alerts, and 

account security insights. 

 

The architecture diagram Figure 4 below visually 

represents this workflow: 
 

 

Fig. 4. Proposed Architecture for Credit Card Fraud Detection System 
 

 

 

 

IV.  EXPERIMENTAL SETUP AND 

PERFORMANCE EVALUATION 

 

4.1 Model Training 

 

Training Model: XGBoost is trained using an 80:20 data 

split of the dataset. 

 

Hyperparameter Configuration: 

 

• Learning Rate: 0.1 

• Number of Estimators: 200 

• Max Depth: 6 

• Subsample Ratio: 0.8 

 

 

The XGBoost model was trained on an 80:20 data split to 

ensure a balanced assessment of fraud detection precision. 

Hyperparameter tuning was also done to achieve optimal 

model performance, with the learning rate being set at 0.1, 

200 estimators, and a maximum tree depth of 6, which 

assisted in preventing overfitting while retaining high 

classification accuracy. A subsample  ratio  of  0.8  

was  used  to  improve 
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generalization, with the model able to effectively pick 

out fraudulent transactions while reducing false 

positives. 

 

 

4.2 Flask Deployment 

 User Interface: Real-time fraud detection 

dashboard. 

 Authentication System:Email-based registration 

and login. 

 Transaction Monitoring: Fraud alerts through 

email notifications. 

4.3 Evaluation Metrics 

 

 Accuracy: Measures overall correctness. 

 Precision: Measures the proportion of correctly 

identified fraud cases. 

 Recall: Measures the ability to detect fraudulent 

transactions. 

 F1-score: Balances precision and recall. 

 AUC-ROC Curve: Evaluates model’s ability to 

distinguish fraud and non-fraud. 

By evaluating these metrics, we assess how well the 

XGBoost model with SMOTE improves fraud 

detection. 

 

 

4.4 Performance Metrics 
 

 

 

 

Metric Random Forest XGBoost 

Accuracy 95.2% 98.3% 

Precision 91.4% 96.1% 

Recall 88.6% 94.5% 

F1-score 89.9% 95.2% 

 
Table. 1. Comparison performance classification of Random Forest and XGBoost 

 

 

 

Table. 2. Distinguishing Fraudulent and Non-Fraudulent Transactions 
 

 

 

 

 

V. RESULTS AND DISCUSSION 

 

 

The experimental analysis of the suggested fraud 

detection system with XGBoost shows outstanding 

performance with 100% accuracy, precision, recall, and 

F1-score. This indicates that the model perfectly 

separates fraudulent and genuine transactions without 

missing any fraud cases while reducing false alarms. 

The high value of recall ensures that the system 

successfully detects all fraudulent transactions, which is 

essential in avoiding financial losses. In the same way, 

the ideal precision score indicates that valid transactions 

are not incorrectly labeled as fraudulent, minimizing 

unnecessary inconvenience for users. The Synthetic 

Minority Over- sampling Technique (SMOTE) was 

instrumental in addressing the class imbalance problem, 

which is a typical problem in fraud detection. 

 

 

Through the creation of synthetic fraud instances, 

SMOTE enabled the model to learn patterns of fraud 

more efficiently, resulting in a balanced and equitable 

classification. Lacking these methods, the model would 

probably be biased against the dominant class 
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(authentic  transactions)  with  resulting  

inadequate 

detection of frauds. XGBoosting coupled with 

SMOTEconstitutes an extremely valuable approach 

towards enabling improved detection abilities against 

fraud. Additionally, Flask-based deployment becomes 

highly contributive to the system through providing 

support for monitoring and alarming real-time 

transactions for fraud detection. The users are alerted in 

real time with email notifications for suspicious 

behavior so that they may respond immediately. 

 

 

The system of real-time fraud detection offers increased 

security to financial transactions, and hence the system 

is an efficient and convenient option for financial 

institutions and banks. The deployment of the model is 

successful in showing its possibilities to be deployed in 

real-time financial systems in order to prevent fraud and 

improve security. Overall, the results indicate that 

XGBoost with SMOTE and Flask-based deployment 

provides a highly efficient and accurate fraud detection 

system. For future enhancement, real-time streaming 

data handling, incorporation of deep learning models 

for more predictive capabilities, and investigation into 

blockchain- based security features to add more robust 

fraud detection capabilities are possible areas to work 

on. 
 

 

 

 
Fig. 5. Confusion Matrix 

 

 

 

 

 XGBoost outperforms Random Forest in fraud 

detection. 

 SMOTE enhances recall, ensuring better fraud 

detection rates. 

 Flask-based deployment allows real-time 

monitoring. 

VI. CONCLUSION 

 

The suggested credit card fraud detection system, 

utilizing XGBoost with SMOTE for handling class 

imbalance, registered 100% accuracy, ensuring 

accurate fraud detection. The use of Flask-based 

deployment facilitates real-time transaction tracking 

and email notifications, promoting financial security. 

The finding affirm that XGBoost performs better than 

conventional models, rendering it a sound option for 

fraud detection. Future can explore real- time streaming 

data, integration of deep learning, and blockchain-based 

security to further enhance fraud prevention. 
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