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Abstract: Visually impaired patients can enhance navigation and environmental perception by using the "Third 

Eye" as an assistive device worn on their palms. Navigation capabilities and environmental perception for 

individuals with visual impairments, the technology focuses on addressing an essential need for time-sensitive 

feedback tasks that exceed basic assistive technologies. By such a device merges various features including 

obstacle sensors while providing object recognition and text interpretation functionalities without any 

disruption. Through this device users gain better confidence and independence in their environmental 

interactions. The Operational mode changes in this system are controlled through voice commands which 

function automatically. The user interface provides easy control functions to match different user requirements. 

The audio systems deliver feedback information through earpieces in private manner. Users can obtain real-

time obstructive information through wireless headphones which deliver precise data regarding discovered 

threats. The system provides precise obstacle detection alongside object recognition of identified items and text 

reading abilities and records all user interactions subsequent analysis and system refinement. The initial version 

of the system exhibits portability features together with straightforward operation requirements. The testing 

resulted in excellent functionality which enables the system to detect obstacles across 5 feet of distance. The 

system shows capability to correctly identify everyday items as well as reading stable text connectivity 

conditions. A cost-effective solution based on embedded artificial intelligence operates in this system. 

Embeddings enable the development of an innovative tool that transforms the experiences of visually impaired 

users while eliminating their dependency on external help assistance and enhancing daily mobility. The future 

development path includes adding sophisticated features to the system. The system should integrate advanced 

voice recognition functions and detect more objects to enhance its effectiveness, utility and impact. 

Index Terms – Artificial Intelligence, Camera, Object Detection, Obstacle, NPU 

I. INTRODUCTION 

 

Modern assistive technology now modernizes aids for visually disabled individuals beyond traditional walking 

sticks and dogs. The traditional assistive devices white canes and guide dogs show limitations in helping visually 

impaired individuals. These assistive solutions rely on guidance functions although they provide no detailed 

feedback of the environment. Advances in embedded systems and the real-time situational awareness comes from 

artificial intelligence systems that power small portable devices addressing this limitation. The "Third Eye" project 

successfully developed an assistive device which users can wear as a palm accessory the assistive device utilizes 

multiple sensory inputs that help visually challenged persons navigate better by transforming environmental data 

into audio information sensing. The system unites three core functions including obstacle sensors and object 

identification and text reading technology into one system. Wireless headphones receive audio instructions as 

users operate hands-free before logging data events  

for analysis. The lightweight apparatus features a Velcro strap which enables intuitive pointing-based scanning 

through its designed construction based scanning. The paper details the system design followed by its 

implementation and preliminary testing results. Through its AI-driven system named "Third Eye" the company 

provides an affordable tool which improves user safety and independence users..
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II. LITERATURE SURVEY 

 

A. AI Integrated Smart Glove for visually impaired:- 

Various assistive technologies have been created to help visually impaired individuals, including smart glasses, visual 

assistants, and reading devices. These tools use object detection, text recognition, and audio feedback to provide support, 

making everyday tasks easier and more accessible. 

 

B. IoT and AI Integration in Smart Glove:- 

The reviewed projects utilize various tools and hardware, including object detection systems for identifying 

items, AMB82 Mini SoC and specialized processors for real time data processing, text recognition technology 

for reading printed or handwritten content, and face recognition with GPS for user interaction and navigation. 

 

C. Optimization of previous technologies used:- 

Although these technologies enhance accessibility, they still present several challenges. Bulky hardware, such 

as handheld devices and external cameras, makes them less portable. Audio only feedback can be ineffective in 

noisy environments. Slow processing speeds can hinder usability, while high power consumption requires 

frequent charging. Additionally, the high cost of these devices makes them less affordable for many users. 

 

D. Safe and Alerting Systems:- 

To overcome these challenges, smart gloves offer a compact and wearable solution. They use ultrasonic sensors 

to detect objects, text recognition technology to read printed content, and vibration-based feedback to provide 

silent guidance in noisy environments. 

 

E. Challenges and Future Prospects in AI System:- 

Our smart gloves introduce several key innovations. They provide haptic feedback for silent and real time 

navigation assistance. The gloves can quickly recognize nearby objects, making them useful in various 

situations. With built-in text-to-speech technology, they can read printed materials aloud for users. Their energy 

efficient design helps extend battery life, reducing the need for frequent charging. Additionally, they are 

lightweight and affordable, offering a more accessible alternative to expensive smart glasses. 

 

The smart gloves are a significant step forward in assistive technology, offering a wearable design, quick 

processing, and multi-sensory feedback. Future improvements will aim to make them smaller, more accurate, 

and capable of providing additional support for users 

 

 

III. METHODOLOGY 

 

The process to create an autonomous pesticide-spraying drone is carefully planned, combining hardware, 

software, and control features into a seamless system. This drone is built to fly without human input, applying 

pesticides, spreading seeds, and distributing fertilizers with precision. The work unfolds in four main stages: 

System Design, Hardware Integration, Software Development, and Testing & Optimization. 

 

A. System Design 

During the system design phase engineers create a design for the smart glove’s complete architecture and 

specify its components while establishing smooth communication between hardware and software elements. 

The primary functions include : 

The CMOS camera detects objects during the system operation. 

Obstacle detection with ultrasonic sensors 

A wireless BT receiver together with a speaker provides audio based feedback. 

The technology utilizes AI algorithms for OCR text detection through OCR. 

Real time processing through a microcontroller AMB82 Mini. 

 

 

 

http://www.ijcrt.org/


www.ijcrt.org                                                             © 2025 IJCRT | Volume 13, Issue 3 March 2025 | ISSN: 2320-2882 

IJCRT2503680 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org f922 
 

B. Hardware Integration 

The core components get chosen and assembled in the integration phase to guarantee system operation. The 

hardware components includes : 

Microcontroller AMB82 Mini Handles AI processing , communication , and sensor input . 

CMOS Wide Angle Camera JFX37 Captures images for object detection and OCR . 

The implementation utilizes HW SR06 Ultrasonic Transducer for detecting proximate obstacles while also 

supplying distance measurement information to the system. 

Wireless BT Audio Receiver MH M28 Facilitates real time audio output for navigation and object 

identification . 

The battery bank uses 20000 mAh capacity which provides adequate power storage for extended operational 

time. 

Speaker or Headphones Delivers audio feedback to the user . 

The wearable glove structure receives the hardware component which provides a lightweight platform for 

comfort wear. 

 

C. Software Development (ArduPilot Integration) 

During the software development phase developers integrate technology for AI-based object detection 

together with OCR and function as a real-time feedback system. The software development happens using 

Python in combination with PyCharm IDE together with essential libraries that include: 

OpenCV For image processing and real time object detection . 

Deep learning tool YOLO 'You Only Look Once' features as an object detection algorithm. 

Software component Tesseract OCR achieves text detections and subsequent translation to spoken words. 

eSpeak or Google TTS For text to speech conversion . 

Microcontroller Programming Using FreeRTOS and Arduino IDE for real time execution . 

 

D. Testing & Optimization 

Multiple operational environments serve to validate reliability features and performance levels of the smart 

glove during the test period. The testing includes: 

Unit Testing: Evaluation of smart glove components takes place during testing to verify their performance in 

detecting objects and executing OCR features and ultrasonic sensing capabilities as well as audio feedback 

functionality. 

Integration Testing: The system operates as one unit to test the seamless information exchange between 

hardware and software parts. 

Field Testing: The system gets tested using visually impaired participants who utilize the device inside and 

outside locations and high movement locations. 

System performance gets evaluated by how accurately the system works combined with its response time and 

usability aspect. 

Bug Fixing and Iteration: The system development team handles any detected issues that involve false 

detections or slow response times by applying necessary remedies. 

The system gets modified to enhance accuracy rates for object identification together with obstacle sensor 

performance 

 

 

IV. SYSTEM DESIGN & COMPONENTS 

A.  System Design 

The AI-integrated smart glove operates through a system design which unites sensors with advanced AI 

technology and haptic feedback parts to support visually impaired individuals navigate and identify objects. 

This system combines hardware elements that integrate AMB82 Mini microcontroller with JFX37 CMOS wide-

angle camera which function along with HW-SR06 ultrasonic transducer together with wireless Bluetooth audio 

receiver (MH-M28) for real-time feedback. Before converting environmental data and images into usage alerts 

the system applies AI-based object recognition models for processing. The system works with an extended 

operational period because it includes a battery pack with 20,000 mAh capacity. Real-time classification 

depends on deep learning algorithms which team up with Optical Character Recognition whereas integrated 

text-to-speech engines enable the software to operate. Visually impaired users gain mobility independence 

through this device since its simplified design provides quick analysis features for portable operations. 
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B. Components 

a. AMB82 Mini 

This SoC functions power efficient AI processing such as basic object recognition and OCR processing in the 

system. It handles ultrasonic sensor data by processes obstacle data and send audio alerts to the user. In this SoC 

a cloud-based AI model is required for object recognition. This converts recognized objects and text into speech 

using Google TTS or eSpeak and sends audio output via Bluetooth headphone. 

 

 

 

 

 

 

 

 

 

 

 

 

FIG 1:- AMB82-Mini SoC 

b. Hiwonder USB Wide Angle Camera 170° 

 

Camera provides real-time image input for AI-based object recognition and text recognition. And also helps in 

scanning the books and text for OCR-based reading assistance. Wide angle lens in the camera allows better 

spatial awareness.  

 

  
 

FIG 2:-HIWONDER USB WIDE ANGLE CAMERA 

 

 

 

c. Ultrasonic Transducer HW-SR06 

Ultrasonic Transducer alerts users about nearby obstacle in real time while using the system. And also helps in 

navigation by guiding blind users away from hazards. This also works in dark environments where camera may 

fail.  

 

 

FIG 3:-ULTRASONIC TRANSDUCER 
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d. SD Card SanDisk 32GB 

Ensures that the AMB82 Mini and other components function efficiently by providing fast access to operating 

systems. SD card saves captured images, detected objects, and OCR results can be stored temporarily or 

permanently for further processing. 

 

FIG 4:-SD CARD 32GB 

 

 

 

e. Headphones 

This converts text and object information into audio feedback as output, considering data privacy. This provides 

clear audio guidance for blind users and reads text aloud for books and documents. Supports wireless operation 

for flexibility of the user. 

 

FIG 5:-HEADPHONES 

 

 

 

 

 

 

f. Jumper Wire and other Connectors 

Jumper wire and connectors enable all components to communicate in the wearable system. These wires are 

essential for the power distribution, data transmission, and control signaling of the system. Male-to-male, Male-

to-female, Female-to-female are the types of jumper wires used in this project. 

 

FIG 7:-JUMPER WIRE AND CONNECTORS 

 

g. Power Bank 20000mAh 

Here power bank is used as the primary power source for the entire system. It provides stable and continuous 

power to components such as the AMB82-Mini SoC, camera and sensors. It enhances the portability of the 
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device, allowing visually impaired users to move freely while using the glove.  

 
FIG 8:-POWER BANK 

h. USB-B Cable 

The USB cable is used for the power delivery, data transfer, and communication between the components. It 

connects the power bank to the SoC, ensuring a stable power supply. It also used to connect peripherals like the 

camera, sensor and storage devices to the SoC. 

 

FIG 9:- USB-C CABLE 

g. MH-M28 Wireless Bluetooth Audio Receiver  

MH-M28 Wireless Bluetooth Audio Receiver functions as a vital tool to provide instant audio feedback 

during use by visually impaired users. The assistive device uses an HC-05 Bluetooth module to connect to 

Bluetooth headsets or speakers through its integration for delivering voice outputs without interruption. The 

MH-M28 receives audio signals that result from text-to-speech (TTS) conversion together with object 

recognition algorithm processing. Users can clearly hear obstacle warnings and object identifications as well 

as text readings due to this device. The device offers excellent use due to its minimal power usage as well as 

steady wireless connectivity which allows hands-free use and better accessibility for individuals who have 

visual limitations.  

 

 

 

 

 

  

V. WORKING PRINCIPLE 

The Third Eye functions as an assistive palm device that transforms environmental data into audio feedback 

which can deliver in real-time to those who are visually impaired. The device operates through sensors with a 

camera and wireless communication and cloud-based AI services and Bluetooth headset to detect obstacles 

while it recognizes objects and reads image text until it delivers this data to users via Bluetooth. The device 

operates through the AMB82 Mini microcontroller that processes the data obtained from an HC-SR04 

ultrasonic sensor and an onboard camera for object recognition and OCR (Optical Character Recognition) 

capabilities. The device receives power from a 5V power bank to achieve mobility while using an MH-M28 

WIRELESS Bluetooth module as its transmission method for processed data to connected Bluetooth headsets. 

 

The AMB82 Mini boot sequence activates both the HC-SR04 sensor and the camera and Wi-Fi module 

together with the SD card storage and the MH-M28 WIRELESS Bluetooth module. The device proceeds to 
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activate a mode selection phase that enables switching between the three primary operational modes which are 

Obstacle Detection, Object Recognition and OCR Mode. There is a unique combination of hardware and 

algorithmic principles that runs within each operational mode to deliver precise real-time feedback. 

 

The ultrasonic HC-SR04 sensor operates in Obstacle Detection Mode through time-of-flight detection to 

measure adjacent object distances where it generates ultrasonic pulses which it records echo return times. 

Through the AMB82 Mini the system translates sensor data to verbal message outputs that state "Obstacle 

very near" when the distance is less than 60 cm or "Obstacle 3 feet ahead" for items at larger distances. Then 

the MH-M28 WIRELESS Bluetooth sends this information to the user's headpiece. The device allows users to 

detect and prevent potential hazards through their path using this system. 

 

Real-time object detection and classification operations work through the combination of the onboard camera 

and Neural Processing Unit (NPU) available on the AMB82 Mini. The YOLOv4 Tiny model runs on the NPU 

to process directly captured camera frames. The detection output "Door detected" merges with HC-SR04 

sensor readings "1.5 feet ahead" to provide users with "Door detected 1.5 feet ahead" input messages through 

their headsets. Through this operating mode users can identify crucial objects near them. 

 

During OCR Mode the device employs its frontal camera to acquire pictures which then gets processed 

through the Google Cloud Vision API over Wi-Fi connection. A Base64 conversion transforms the image 

which proceeds to Google's OCR service for text analysis. The system identifies text content (such as "EXIT") 

and distributes "Text says: EXIT" to the user's headset for reading written material. The device shows "No 

text detected" or "Wi-Fi error" messages as feedback when either there is no detectable text or when 

connectivity problems occur. 

 

The MH-M28 WIRELESS Bluetooth module serves as the linking component between both the AMB82 Mini 

system and user-connected Bluetooth headset devices while operations are active. The processed data that the 

microcontroller transforms into text strings is wirelessly sent to the headset for TTS software to convert into 

audible words. The unified system provides immediate feedback to the user during operation. 

 

The SD card module functions to record essential operating data that includes timestamps alongside 

operational modes and detected objects as well as recorded distances and extracted text. Operation logging via 

this feature supports debugging as well as performance assessment requirements. At millisecond 5000 the 

detection of an obstacle occurred 30 cm in front of the system as recorded through the entry 

5000,Obstacle,30,-,-. 

 

A 5V power bank powers the system efficiently through its provision of required voltage levels and 

continuous current output. The system performs power-efficient operations which allows users to extend their 

use time before needing recharges. 

 

The Third Eye device functions as an effective mobility tool that unites ultrasonic measurements with AI 

picture analysis and cloud-based OCR and wireless connectivity to boost the independence of visually 

impaired users. A feedback process governed by precise control notifies users about environment data through 

a Bluetooth headset following image analysis by the camera along with AI processing and ultrasonic distance 

detection and text extraction by Google Cloud Vision. The Third Eye serves as a functional tool in assistive 

technology because its real-time processing along with robust data logging and efficient power management 

enables auditory environmental perception for its users. 
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FIG 15:-WORKING PRINCIPLE DIAGRAM 

 

VI. EXPERIMENTAL SETUP AND TESTING 

The  AI-integrated smart glove experimental framework conducted tests to prove its functions for visually 

impaired assistance involving object recognition and obstacle detection while providing immediate feedback. 

User feedback led to multiple deployment phases combined with laboratory examinations and real-life 

deployments. The glove contains a CMOS camera for image recording in addition to an ultrasonic sensor for 

detecting obstacles alongside a microcontroller that processes data to supply audio output by using Bluetooth-

connected headphones or speakers. The experimental setup consisted of three distinct parts which included 

hardware integration followed by software development followed by testing.  

 

The core function of hardware connection to wearable glove technology began during this phase of 

experiment setup. In order to maintain unobstructed views of the environment the researchers attached the 

JFX37 CMOS wide-angle camera on the glove surface behind the knuckles. The HW-SR06 ultrasonic 

transducer situated at the palm offered distance measurements of obstacles which generated warnings to users 

about nearby objects. The central processing operations of the AMB82 Mini microcontroller took place at the 

wrist area of the glove. The MH-M28 wireless Bluetooth audio receiver functioned to transmit real-time 

obstacle and object data to users by using earphones or speaker outputs. A power bank with a capacity of 

20,000mAh powered the complete system to extend its operating duration. The glove maintained a 

lightweight structure and ergonomic shape which enabled wearers to keep their hands unrestricted while 

wearing it. 

 

Software development took place during the second phase with Python running on the PyCharm IDE. The 

development of the object detection module occurred through YOLO (You Only Look Once) which 

represents a deep learning-based real-time object detection algorithm. The system used OpenCV to process 

images which enabled identification of objects under different lighting situations. During the software 

development phase Tesseract OCR extracted object text from sources like books, labels and signs which then 

became audio output through eSpeak and Google Text-to-Speech TTS. The purpose of the obstacle detection 

module was to analyze data from the ultrasonic sensor and alert users through audio when an object entered 

the predetermined distance zone. Serial data transfer protocols enabled communication among all program 

components including sensors and microcontroller as well as audio output system components. The final 

phase of integrating software modules achieved a smooth connection between every component which made 

the gloving system able to deliver immediate assistance throughout operations. 

 

The third phase performed intense testing of the smart glove through laboratory exams and practical scenario 

examinations.  

 

A controlled laboratory environment assessed single parts for proper operation. The laboratory phase tested 

the object detection system through multiple testing procedures that included multiple object types across 

different size and shape variations under different environmental light conditions. The system recorded both 

the detection success rate as well as counts of false-positive results. The OCR evaluation process consisted of 

scanning both printed and handwritten text throughout its different variations of fonts and font sizes. Different 

obstacles at various distances received testing using the ultrasonic sensor module through responses time 

evaluations and object detection precision assessments. The current object recognition capability reached 85% 
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accuracy but needs further optimization particularly in low-light environments. The OCR system achieved an 

average accuracy rate of 80% although it demonstrated its best performance with printed text while it faced 

difficulties working with stylized or handwritten fonts. The obstacle detection module functioned effectively 

to detect objects near 1.5 meters yet needed adjustments for working with reflective surfaces. 

 

Visual impaired users tested the glove through real-life use scenarios in indoor locations and outdoor areas 

and in busy public spaces. The system within indoors succeeded at recognizing home and office furnishings as 

well as entryways and daily items including reading materials and kitchen appliances. The outdoor evaluation 

of the glove involved testing it through pedestrian walkways as well as public spaces while it successfully 

recognized stationary obstacles like lamp posts and benches together with moving pedestrians. The system 

used real-time OCR capability to enable users in recognizing street signs alongside bus stop schedules and 

shop names. The smart glove maintained its ability to identify current dangers in high-traffic areas that 

included shopping malls and markets despite facing difficulties in discerning objects within moving 

surroundings. 

 

The system gained several positive recommendations from users who are visually impaired yet needed 

additional improvements in specific areas. Users believed the audio directions were simple to follow but they 

indicated that physical feedback alongside sound would improve performance particularly in high-noise 

situations. Users accepted the glove weight and comfort rating yet proposed to produce more compact 

components. The device operated for sufficient periods of time with a power duration of approximately 8-10 

hours in each charge cycle. The assessment revealed three principal improvement opportunities which 

demanded optimizing the AI model detection algorithms in low-light conditions and enhancing handwritten 

text OCR functionality as well as decreasing real-time processing times.  

 

The combination of test data analysis and user input allowed project teams to implement various optimization 

measures. A larger dataset training of the AI model enhanced its ability to recognize objects across different 

environmental conditions. The OCR module received precise adjustments to boost its ability to read 

handwritten contents. Ultrasonic sensor calibration received adjustments because it improved detection 

capabilities within various environmental conditions. Users benefit from haptic feedback modules in the glove 

which operate as tactile alerts for obstacle detection because they improve usage in noisy environments. 

 

 

 

FIG 16:-PROPOSED DRONE 

VII. RESULTS AND DISCUSSION 

The During this project researchers presented the accomplishments alongside the difficulties of creating an 

AI-powered smart glove system to assist visually impaired users. A smart glove employs three key functions 

from AI-powered object recognition together with ultrasonic sensors and Optical Character Recognition 

(OCR) for improved navigation and object discovery and reading capabilities. The testing results show that 

this device delivers live guidance and feedback to users who achieve better spatial knowledge and self-

dependence. The dual detection capability of ultrasonic transducers combined with AI-powered image 

processing enables users to use the system for secure obstacle detection while navigating their environment. 

Preliminary testing of the object recognition module showed satisfactory results due to its ability to identify 

furniture objects along with recognizing both books and human faces under sufficient illumination. The device 

had reduced efficiency under poor lighting conditions although continuous sensor calibration and AI training 

data improvement would boost its performance capabilities. Through OCR users could obtain audio feedback 

that interpreted images to speech thus enhancing their ability to access printed content. 

 

This wearable design makes it easy to transport and operate since it provides hands-free assistance to visually 

impaired users. The glove-based system presents itself as a better alternative compared to traditional bulky 

assistive devices that use smart glasses because it provides both ergonomic design along with lightweight 

operation. The device received positive feedback from initial users who found it comfortable to wear together 

with easy control functions. Real-time visual and spatial data processing enabled users to receive prompt 

notifications about nearby hazards which enhanced their ability to move through new spaces confidently. 

Haptic feedback together with audio output enabled the system to deliver information through two layers that 
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remained accessible during noisy situations. 

 

The promising project outcomes led to certain challenges which require improvement for future 

developmental phases. The main technical problem concerned how sensors reacted to various ambient lighting 

settings. The system demonstrated successful operation in standard indoor conditions but failed to maintain 

high performance levels when operating outdoors under variable lighting conditions with complex 

background elements present. The detection accuracy can be improved through AI model updates using more 

training data while installing infrared sensors. Continuous power supply presented a major challenge for the 

device since it needed to operate simultaneously the camera and the microcontroller with ultrasonic sensors. 

Effective strategies for power unit efficiency alongside energy optimization techniques would extend the 

operational lifespan of the device. 

 

User calibration processes require additional improvement to achieve better effectiveness. Users who were 

visually impaired needed help adjusting sensors on the glove during its first setup phase although the device 

was meant to have simple operation. The device needs a self-calibration system for easier usage in upcoming 

releases. The system requires processing visual data which affects data privacy because it serves both object 

recognition and reading assistance needs. A system that performs all processing on the device instead of the 

cloud would provide security benefits and instant time responses.  

 

The developed system proved to offer performance benefits over present-day assistive tools. This AI-powered 

glove delivers better environmental perception than white canes and guide dogs because it provides complete 

awareness of the spatial area around users. The utility of this tool expands beyond navigation due to its text 

reading capability through OCR which makes it appropriate for everyday use. The device retains affordability 

for many users because it utilizes affordable standard components. 

 

The AI-integrated smart glove makes an essential advancement for assistive technology equipment that serves 

visually impaired people. The latest research proves that this AI-integrated smart glove improves functionality 

for moving around independently and recognizing objects together with reading proficiency. The smart device 

achieves more advantages than its remaining performance challenges which need additional development 

work on sensor precision and battery life optimization as well as calibration process adjustments. Future 

research will dedicate itself to enhance AI algorithm functionality and include more environmental sensors to 

improve adaptability alongside power efficiency optimization. The continued development of this 

groundbreaking smart glove technology can reshape the lives of visually impaired people through its 

innovative accessible interaction system for their surroundings.  During this project researchers presented the 

accomplishments alongside the difficulties of creating an AI-powered smart glove system to assist visually 

impaired users. A smart glove employs three key functions from AI-powered object recognition together with 

ultrasonic sensors and Optical Character Recognition (OCR) for improved navigation and object discovery 

and reading capabilities. The testing results show that this device delivers live guidance and feedback to users 

who achieve better spatial knowledge and self-dependence. The dual detection capability of ultrasonic 

transducers combined with AI-powered image processing enables users to use the system for secure obstacle 

detection while navigating their environment. Preliminary testing of the object recognition module showed 

satisfactory results due to its ability to identify furniture objects along with recognizing both books and human 

faces under sufficient illumination. The device had reduced efficiency under poor lighting conditions although 

continuous sensor calibration and AI training data improvement would boost its performance capabilities. 

Through OCR users could obtain audio feedback that interpreted images to speech thus enhancing their ability 

to access printed content. 

 

This wearable design makes it easy to transport and operate since it provides hands-free assistance to visually 

impaired users. The glove-based system presents itself as a better alternative compared to traditional bulky 

assistive devices that use smart glasses because it provides both ergonomic design along with lightweight 

operation. The device received positive feedback from initial users who found it comfortable to wear together 

with easy control functions. Real-time visual and spatial data processing enabled users to receive prompt 

notifications about nearby hazards which enhanced their ability to move through new spaces confidently. 

Haptic feedback together with audio output enabled the system to deliver information through two layers that 

remained accessible during noisy situations. 
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The promising project outcomes led to certain challenges which require improvement for future 

developmental phases. The main technical problem concerned how sensors reacted to various ambient lighting 

settings. The system demonstrated successful operation in standard indoor conditions but failed to maintain 

high performance levels when operating outdoors under variable lighting conditions with complex 

background elements present. The detection accuracy can be improved through AI model updates using more 

training data while installing infrared sensors. Continuous power supply presented a major challenge for the 

device since it needed to operate simultaneously the camera and the microcontroller with ultrasonic sensors. 

Effective strategies for power unit efficiency alongside energy optimization techniques would extend the 

operational lifespan of the device. 

 

User calibration processes require additional improvement to achieve better effectiveness. Users who were 

visually impaired needed help adjusting sensors on the glove during its first setup phase although the device 

was meant to have simple operation. The device needs a self-calibration system for easier usage in upcoming 

releases. The system requires processing visual data which affects data privacy because it serves both object 

recognition and reading assistance needs. A system that performs all processing on the device instead of the 

cloud would provide security benefits and instant time responses.  

 

The developed system proved to offer performance benefits over present-day assistive tools. This AI-powered 

glove delivers better environmental perception than white canes and guide dogs because it provides complete 

awareness of the spatial area around users. The utility of this tool expands beyond navigation due to its text 

reading capability through OCR which makes it appropriate for everyday use. The device retains affordability 

for many users because it utilizes affordable standard components. 

 

The AI-integrated smart glove makes an essential advancement for assistive technology equipment that serves 

visually impaired people. The latest research proves that this AI-integrated smart glove improves functionality 

for moving around independently and recognizing objects together with reading proficiency. The smart device 

achieves more advantages than its remaining performance challenges which need additional development 

work on sensor precision and battery life optimization as well as calibration process adjustments. Future 

research will dedicate itself to enhance AI algorithm functionality and include more environmental sensors to 

improve adaptability alongside power efficiency optimization. The continued development of this 

groundbreaking smart glove technology can reshape the lives of visually impaired people through its 

innovative accessible interaction system for their surroundings. 

ADVANTAGES AND LIMITATION 

The smart glove designed for visually impaired people leads to multiple beneficial features through its 

intelligent AI architecture. The main benefit of this device enables users who rely on sound feedback to 

recognize objects better. When the camera joins with an ultrasonic transducer spatial perception becomes 

improved to enable independent movement with increased safety. The Optical Character Recognition (OCR) 

feature allows printed text conversion to speech thus users can access books documents and labels without 

requiring specialized braille format. 

 

 The glove features a compact handheld design which provides users with better practicality than alternative 

devices that include smart glasses or handheld systems. Users can efficiently perform tasks through hands-free 

operation by using both wearable sensors and voice commands to control the device without needing 

additional help. The glove becomes affordable because it utilizes commonly found electronic components 

which increases accessibility to visually impaired people worldwide. The AI model performs instant 

processing which leads to rapid responses which greatly enhances user experience throughout different 

environments. 

 

 

The smart glove shows various operational restrictions which developers need to enhance through further 

work. The main obstacle the smart glove faces stems from inaccurate sensors operating in varied 
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environmental situations. In bright lighting conditions the device functions properly while its object 

recognition abilities decrease in dim and crowded areas thus affecting its operational effectiveness. The 

accuracy of the ultrasonic sensor becomes degraded when more than one obstacle exists alongside reflective 

elements in the sensor range because this interference causes false readings of objects.  

 

The system's setup process along with calibration procedures present significant difficulties to users. The 

onboarding process becomes harder for novice technology users because users need assistance for proper 

alignment of camera and sensors on the glove. The high draw of power from operations involving the AI 

processor alongside camera and ultrasonic sensors limits the available battery life. The utility of the device 

might extend through proper installation of efficient energy components and optimized power-performance 

management. One concern about the glove arises from how it handles visual data to recognize objects while 

reading letters.  

 

Keeping all processed data stored within the device offline prevents privacy breaches at the expense of 

capability restrictions connected to cloud-based artificial intelligence updates. Successful adoption requires 

user training to be implemented as a final requirement. The device requires users who have vision problems to 

spend time learning the functions of its operation together with learning to understand the audio feedback 

correctly. Improving artificial intelligence algorithms alongside adding sensors and redesigning the interface 

will improve the glove's general performance as well as reliability. Expanded adoption of the AI-powered 

smart glove depends on solving its present constraints which block its effective use for navigation, object 

detection and reading help. 

 

VIII. CONCLUSION 

Through this project researchers presented an AI-integrated smart glove which represents a major 

development of assistive equipment helping visually impaired individuals. The glove implements artificial 

intelligence with object recognition and ultrasonic sensors and Optical Character Recognition (OCR) 

technology to enhance reading through mobility and object identification functions. Real-time navigation 

through unfamiliar spaces becomes more manageable due to the effective operational behavior of this device. 

The system offers multiple capabilities through speech conversion and object identification which resolves 

important barriers that visually impaired people encounter in their everyday life activities. The smart glove 

maintains its status as one of its primary benefits through its wearable structure which delivers light weight 

portability while surpassing the bulk of assistive equipment such as smart glasses and handheld scanners. 

Users attain independent navigation through haptic feedback systems which warn them about surroundings 

objects and obstacles using integrated voice output features. The glove provides better convenience because 

users do not need to help it operate therefore enabling them to perform multiple activities simultaneously.  

 

The project demonstrated strong results but needed additional improvements for its next versions. The device 

presents a significant drawback because it shows susceptibility to external environmental elements. Object 

recognition becomes less accurate when the system operates in environments with poor lighting therefore 

affecting the reliability of the system. The performance of the system can be enhanced in future updates when 

infrared sensors and advanced AI training data are integrated to handle various lighting scenarios. The 

combination of camera operation with ultrasonic sensors and microcontroller leads to decreased operational 

time because they consume high amounts of power continuously. The device lifetime gets extended through 

the implementation of energy-saving processing methods and optimized power management thus providing 

users with extended use time. The first calibration procedure represents an essential element to evaluate. Users 

needed help adjusting their sensors properly as well as establishing device settings for best performance 

standards. Future designs should consider two things - automatic self-calibration features alongside friendly 

setup instruction systems to improve availability for all users. 

 

Visual information processing capabilities of the glove require attention to data privacy and security measures 
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because it identifies objects and reads text. Protecting user data along with enhancing security becomes 

possible through processing all operations directly on the device while excluding any cloud-based services. 

Users need direct control together with encryption technology to manage their stored data in order to mitigate 

privacy risks. The smart glove represents a cost-effective alternative for visually impaired users because its 

design involves commercial components at affordable prices. Existing guide dogs and reading machines have 

higher costs while the smart glove provides a cost-effective assisted technology and a broader solution scale.  

 

The outcome of this study shows that AI-based wearable devices hold exceptional potential to enhance the 

daily experiences of people who suffer from visual impairments. Through its three-distinct functions this 

smart glove serves as a complete solution to help users navigate spaces while identifying objects and reading 

text which substantially improves accessibility and independence. The smart device presents a positive impact 

despite needing additional improvements to sensor accuracy and battery efficiency and calibration process. 

Possible research developments aim to enhance AI algorithms together with developing additional 

environmental sensors and minimizing power usage in future revisions. Future refinements and enhancements 

will validate this AI-integrated smart glove as essential equipment for visually impaired people to bridge their 

divide with accessible worlds. 
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