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Abstract: This research delves into integrating AR into education using Unity, focusing on creating
interactive and immersive learning experiences. The project comprises four modules: AR try-ons for
accessories, 3D product models, AR furniture placement, and VR exploration. These modules enhance user
engagement by enabling virtual try-ons, detailed 3D product exploration, real-world furniture visualization,
and immersive VR experiences. By leveraging technologies such as image recognition, object tracking, and
real-time data, the system fosters efficient, personalized, and interactive learning and shopping experiences.

I. INTRODUCTION

The AR-based shopping project aims to redefine the shopping experience by integrating advanced AR and
VR technologies. It combines AR try-ons for accessories, 3D product visualizations, and AR furniture
placement to offer users an interactive and immersive platform for product exploration and personalized
purchasing decisions. Additionally, the project includes a VR module focused on exploring the solar system,
using 3D models and interactive simulations to make scientific concepts more engaging. By blending
physical and digital interactions, this solution transforms traditional shopping and educational experiences,
enhancing user engagement and understanding.

1.1 OVERVIEW

The AR-based shopping project aims to revolutionize the shopping experience by integrating three key
modules: AR try-ons for accessories like watches and bracelets, 3D product models for detailed visualization,
and AR furniture placement to help users see how items fit in their real-world environment. By leveraging
advanced AR technology, the project combines image recognition, object tracking, and real-time data
integration to create an interactive and immersive shopping platform. This solution bridges the gap between
physical and digital shopping, providing consumers with enhanced product discovery, engagement, and
personalized purchasing decisions, ultimately transforming the retail landscape. The VR extension focuses
on creating an immersive experience for exploring the solar system, allowing users to interact with 3D
models of celestial bodies and learn about planetary characteristics and orbital dynamics. It aims to make
scientific concepts more engaging and understandable through interactive visualizations.

1.2 OBJECTIVE

The primary goal of our project is to redefine the traditional shopping experience by developing an
Augmented Reality (AR) shopping app that offers a highly interactive and personalized platform for
consumers. By incorporating AR try-ons for accessories, detailed 3D models for product visualization, and
AR placement for furniture, the app aims to enhance product discovery and engagement. Through the use of
image recognition, object tracking, and real-time data integration, this solution empowers users to explore
and evaluate products in an immersive digital environment, bridging the gap between online and in-store
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shopping while transforming the way consumers interact with retail. The additional VR module leverages
Virtual Reality to provide an interactive platform for learning about the solar system. Users can explore
planetary information, making complex astronomy concepts more accessible and engaging.

1.3 EXISTING SYSTEM

The traditional shopping experience primarily relies on physical stores and online e-commerce platforms,
which often lack interactivity and personalization. In physical stores, customers can see and touch products
but miss out on the convenience and vast selection of online shopping. Conversely, online platforms provide
a wide range of products but usually lack the immersive experience of trying items before purchasing.
Current AR solutions for shopping, while innovative, tend to be standalone applications that offer limited
functionalities, such as basic virtual try-ons for fashion or furniture placement in home settings. These
systems often focus on one aspect of retail and do not provide an integrated experience across various product
categories.

1.4 PROPOSED SYSTEM

The proposed system is an innovative AR shopping app designed to enhance the retail experience by
integrating multiple functionalities into a single platform. It will consist of three main modules: AR try-ons
for accessories, allowing users to virtually try on watches, bracelets, and other items in real-time; detailed
3D product models that enable users to explore and interact with products more deeply; and AR furniture
placement, which helps users visualize how furniture fits and looks in their living spaces. The app will
leverage advanced technologies such as image recognition, object tracking, and real-time data integration to
provide a seamless and interactive experience. By merging the physical and digital shopping worlds, the
proposed system aims to offer personalized recommendations and instant access to product information,
transforming the way people shop by making the process more engaging and enjoyable.

Il. LITERATURE SURVEY

Researchers have explored innovative approaches to AR content placement, particularly on underutilized
surfaces like ceilings and floors. These studies focus on user interaction and content anchoring in vertical
planes, addressing challenges such as display angles, ergonomic considerations, and content visibility.
Techniques for accurate content placement are central to enhancing the immersive user experience,
underscoring the importance of leveraging unconventional spaces to create more engaging and multi-
dimensional AR environments.

AR has also demonstrated its potential to transform training and educational environments by providing
interactive, immersive learning experiences. Studies highlight its application in diverse fields such as
biology, engineering, history, and medical training, where AR overlays enhance understanding and
engagement. Key themes include the use of AR in virtual laboratories, surgical simulations, and diagnostic
training systems, which offer safe, cost-effective alternatives to traditional methods. Challenges include
ensuring accessibility and integrating AR into existing educational frameworks. Emerging trends emphasize
personalized learning, collaborative environments, and AR’s convergence with Al and wearable devices,
making it a critical tool for modern education and professional development.

The evolution of AR technology has been a focal point in recent studies, emphasizing its role in bridging the
virtual and real worlds across fields like healthcare, retail, and education. Researchers discuss current
applications and challenges, including latency, technical limitations, and user adoption barriers. Mobile AR
is particularly highlighted for its growing relevance in navigation, gaming, and commerce, driven by
advancements in mobile hardware. Future trends point to AR's expansion into more immersive and
interactive applications, with research focusing on scalability, accessibility, and integration with emerging
technologies. Despite its potential, challenges in power consumption and object recognition persist,
necessitating further innovation to make AR a mainstream technology.
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I11. SYSTEM REQUIREMENTS

The system requirements for AR development involve robust hardware and software capable of handling
resource-intensive tasks like rendering, simulation, and real-time interaction. Essential components include
suitable computing devices and compatible development tools to ensure smooth operation and deployment
of AR applications. Reliable performance, scalability, and cross-platform support are crucial to delivering
immersive and interactive user experiences. Additionally, efficient resource utilization and seamless
integration with AR frameworks are vital for optimizing functionality.

3.1 HARDWARE REQUIREMENTS

For an optimal AR experience, an Android phone with a high-performance processor is essential for handling
AR rendering, alongside a high-resolution camera for accurate object recognition, a high-quality display for
precise visualizations, and sufficient RAM to ensure smooth application performance. Complementing this,
a laptop with a multi-core processor is necessary for efficiently managing image processing and 3D rendering
tasks. It should include a dedicated GPU for real-time AR rendering, 3D graphics, and complex image
processing, as well as at least 16 GB of RAM to support multitasking and resource-intensive applications
like 3D modelling software, game engines, and AR simulations.

3.2 SOFTWARE REQUIREMENTS
3.2.1 BLENDER

Blender is a free, open-source 3D creation suite that supports the entire 3D pipeline, including modelling,
sculpting, animation, simulation, rendering, compositing, and motion tracking. Known for its extensive
feature set and community-driven development, Blender is widely used in fields such as visual effects,
animated films, and gaming. Its adaptability through custom plugins makes it ideal for diverse workflows,
especially for creating 3D models and assets for AR and VR applications. Blender's features include powerful
3D modelling tools such as sculpting, texturing, and UV mapping, along with non-destructive editing through
modifiers. Animation and rigging tools enable character rigging, bone systems, and keyframing. Blender
includes advanced rendering engines like Cycles and Eevee, which support realistic and real-time rendering,
respectively. The suite also offers visual effects tools, such as motion and camera tracking, for integrating
3D models into live-action footage. Additional features include high-resolution sculpting, PBR material
support, procedural texturing, and physics simulations for fluid, smoke, fire, and particle effects. Blender is
also equipped for game development, scriptability through Python, VR viewing, and AR/VVR integration via
industry-standard formats like FBX and GLTF.

3.22UNITY

Unity is a versatile game engine widely recognized for developing 2D and 3D games, simulations, and
interactive content. It excels in real-time rendering, physics simulations, and cross-platform support, making
it a preferred choice for creating AR and VR applications. Unity's extensive asset store and third-party plugin
support enhance development efficiency, and its built-in AR/VR toolkits simplify the development of
immersive experiences. Unity's features include comprehensive tools for 3D and 2D game development,
real-time editing, and built-in physics engines like NVIDIA PhysX for realistic interactions. The engine
supports advanced animation systems, including skeletal animation, inverse kinematics, and state machine
management through the Animator Controller. Unity offers multiple rendering pipelines, such as the Built-
In Render Pipeline, URP, and HDRP, catering to diverse visual fidelity needs. Developers can leverage C#
scripting, cross-platform deployment to over 25 platforms, and tools for creating responsive Ul elements.
Unity also supports visual scripting through Bolt, collaborative development with Unity Teams, and AR/VR
development with specialized toolkits like AR Foundation.

3.2.3 VISUAL STUDIO

Visual Studio is a robust integrated development environment (IDE) from Microsoft, designed for building
a wide range of applications, from web and desktop to mobile and cloud-connected solutions. Its advanced
debugging tools, multi-language support, and seamless integration with Microsoft Azure make it a powerful
choice for AR app development requiring backend logic and cloud connectivity. Key features of Visual
Studio include an advanced code editor with IntelliSense for smart code completion and error detection. Its
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debugging tools offer step-by-step execution, live debugging, and diagnostics capabilities. Visual Studio
supports version control integration with Git and GitHub and provides pre-built project templates and code
generators for rapid development. The IDE enables cross-platform development for Windows, macOS,
Linux, Android, and iOS, with Xamarin support for mobile apps. Additional features include unit testing,
CI/CD pipeline integration through Azure DevOps, and cloud tools for deploying and managing applications
in Azure. Extensions and customization options further enhance its versatility for diverse development needs.

IV.SYSTEM TECHNIQUES AND DESIGN FOR AR

The proposed approach will employ a combination of advanced techniques and technologies to deliver an
immersive and interactive shopping experience. Each technique plays a unique role in enhancing user
engagement, providing a seamless blend of virtual and physical elements, and creating a more informed
decision-making process.

4.1 AUGMENTED REALITY

Augmented Reality (AR) serves as the foundation of the interactive shopping experience. It overlays digital
information and 3D models onto the real world using the device’s camera and screen, enabling users to see
virtual products superimposed on their physical environment. This enhances product visualization by
allowing customers to try out items like furniture or accessories in real-time, without needing to visit a
physical store. AR helps bridge the gap between online and offline shopping by providing a tangible sense
of scale, appearance, and fit of the products in a user's actual space. By using AR SDKs like ARCore or
ARKit, it facilitates the placement and interaction of digital objects, which leads to improved customer
confidence and satisfaction through realistic previews.

4.2 IMAGE RECOGNITION

Image Recognition utilizes machine learning and computer vision algorithms to identify and track real-world
objects using the device’s camera. This enables the system to detect specific products, logos, or even user
preferences, allowing the app to offer relevant information such as pricing and product specifications.
Additionally, this technique enables interactive features like virtual try-ons for wearable .items such as
watches and jewelry. Leveraging pre-trained models and libraries like OpenCV or TensorFlow Lite, Image
Recognition delivers personalized product information and recommendations based on what is detected in
the environment, enhancing the shopping experience.

4.3 OBJECT TRACKING

Object Tracking is essential for ensuring that digital elements remain aligned and correctly positioned in the
AR view. It uses computer vision algorithms to detect the movement and orientation of the camera in relation
to real-world objects. This technique ensures that 3D models or interactive buttons remain fixed and
accurately placed, even as the user moves their device. By employing tracking libraries and feature-detection
algorithms, Object Tracking ensures smooth, realistic interaction with virtual elements that stay anchored in
the real world, enhancing user immersion.

4.4 REAL-TIME DATA INTEGRATION

Real-Time Data Integration ensures that the information presented in the AR experience is constantly
updated and personalized. By connecting to databases, inventory systems, and user profiles, the app can
provide real-time updates on product availability, pricing, and tailored recommendations. This technique
dynamically changes content based on user interaction or inventory changes, making sure customers always
receive the most relevant and accurate product information, which ultimately enhances the overall user
experience.

4.5 3D MODELLING

3D Modelling plays a crucial role in creating realistic digital representations of products for AR
environments. High-quality 3D models allow users to view products from various angles, zoom in for finer
details, and gain a better understanding of their design and texture. This technique is particularly important
for visualizing complex products like furniture, electronics, and fashion items. Utilizing software like
Blender or 3ds Max, 3D Modelling enables the creation, optimization, and rendering of digital assets,
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resulting in detailed and interactive product representations that enhance user engagement.
4.6 USER INTERFACE AND USER EXPERIENCE

A well-designed User Interface (Ul) and User Experience (UX) are critical for ensuring that users can easily
navigate the app and access its features. Ul focuses on the visual layout, button placement, and colour
schemes, while UX ensures the overall experience is intuitive, allowing users to find what they need without
friction. A seamless UI/UX design encourages user engagement and exploration, making it easier for
customers to interact with the app and access different features, ultimately contributing to longer and more
satisfying interactions.

V. SYSTEM TECHNIQUES AND DESIGN FOR VR

The VR Solar System project uses advanced techniques to create an immersive experience. Virtual Reality
(VR) allows users to explore a 3D simulation of the solar system, while 3D modeling and animation provide
realistic visualizations of celestial bodies. Spatial audio enhances immersion, simulating sounds in the virtual
environment. The user interface (Ul) ensures easy navigation and interaction, making the experience both
engaging and interactive. These techniques together offer a unique way to explore and understand the solar
system.

5.1 VIRTUAL REALITY

Virtual Reality (VR) is the core technology behind the VR Solar System project, providing an immersive
environment that simulates the solar system. By using VR headsets, users can enter a fully interactive 3D
space where they can explore celestial bodies, interact with them, and experience their characteristics in ways
that are impossible in the real world. This technique enhances user engagement, allowing individuals to
explore and better understand complex astronomical concepts such as planetary characteristics, orbital
dynamics, and spatial relationships within our solar system. The project utilizes VR platforms like Unity XR
Toolkit for development, ensuring a realistic and impactful experience for the user.

5.2 3D MODELLING AND ANIMATION

The project relies heavily on 3D modelling and animation to create accurate and visually appealing
representations of planets, moons, and other celestial bodies. High-quality models are used to depict the
physical characteristics of each body, including surface texture, colour, and size, while animated sequences
illustrate their orbital movements and spatial relationships. This technique helps users visualize complex
astronomical phenomena, providing a more comprehensive understanding of how celestial bodies interact
within the solar system. Tools like Blender and Maya are employed to create and animate these models,
resulting in dynamic visualizations.

5.3 SPATIAL AUDIO

To further immerse users, spatial audio technology is integrated into the VR experience. This technique
simulates how sound behaves in a 3D space, allowing users to hear realistic auditory cues that correspond to
the virtual environment. Sounds such as planetary atmospheres or informative narrations enrich the
immersive experience and create a more engaging environment for exploration. Spatial audio frameworks
like Unity's audio system or FMOD are used to implement this feature, enhancing the realism of the VR solar
system by providing auditory feedback that complements the visual elements.

5.4 USER INTERFACE DESIGN

An intuitive and effective user interface (Ul) design is essential for navigation and interaction within the VR
environment. The Ul will provide essential information, such as details about planets, distances, and other
educational content, without distracting from the immersive experience. Carefully designed controls and
visual cues will guide users on how to interact with various elements in the VR space, ensuring a seamless
and enjoyable experience. The Ul will be specifically tailored for VR, making it easily accessible and
enhancing the overall usability of the virtual solar system, leading to a more satisfying user experience.
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V1. PROJECT DESCRIPTION
6.1 AR TRY-ONS MODULE

The AR Try-Ons module is a key component of the proposed AR shopping app, designed to enable users to
virtually try on accessories like watches, bracelets, and other jewellery items. By leveraging advanced
augmented reality technology, this module enhances the shopping experience, allowing users to visualize
how different products look on them in real time before making a purchase decision. This capability
transforms the way consumers shop for accessories, combining convenience with a more personalized touch.

6.1.1 REALTIME TRY-ON VISUALIZATION

This feature enables users to view digital accessories overlaid on their wrists, hands, or face in real-time
through their mobile devices. Using the device’s camera, the module captures live video and tracks the user's
movements, ensuring the virtual accessory stays aligned accurately. This real-time visualization provides
users with immediate previews, allowing them to switch between different styles and options effortlessly.
By utilizing AR frameworks like ARKit for iOS and ARCore for Android, the system ensures precise
mapping of accessories to the user's body, fostering a highly interactive experience.

6.1.2 ACCURATE PLACEMENT AND ALIGNMENT

For a natural and realistic virtual accessory experience, precise placement is essential. The module uses
advanced tracking algorithms to detect key points such as wrist contours or facial landmarks, ensuring the
accessory stays aligned even when users change angles or move. Techniques like hand tracking are
implemented to enhance the realism of the overlay. As users move or adjust their posture, the system
dynamically adapts, continuously adjusting the accessory's position. Additionally, occlusion effects are used
to ensure the accessory appears behind or in front of real-world objects, boosting the realism of the
experience.

6.1.3 CUSTOMIZATION OPTIONS

The AR Try-On module offers users the ability to customize virtual accessories in various ways, including
selecting different colors, sizes, and styles. This feature enhances the shopping process by enabling users to
experiment with different combinations, helping them find the look that best suits their preferences. A simple
and intuitive Ul allows users to easily adjust their selections, while the virtual accessory updates in real-time,
providing instant visual feedback. Customization encourages users to explore various trends, making the
shopping experience more enjoyable and personalized.

6.1.4 MULTI-ANGLE VIEWING

Users can view virtual accessories from multiple angles by moving their hands or changing the device's
position. This multi-angle viewing feature helps users assess how the item fits and looks from all
perspectives, ensuring a complete and realistic understanding of the accessory’s design. The freedom to
rotate wrists or tilt heads allows users to examine intricate details, observing how the accessory interacts with
lighting conditions and different angles. This feature improves the overall experience, giving users a more
comprehensive evaluation of the product.

6.1.5 INTEGRATION WITH PRODUCT INFORMATION

The AR Try-Ons module integrates product details alongside the augmented reality experience. As users
interact with virtual accessories, they can access essential information like material, dimensions, and pricing.
This integration ensures users have all the relevant details needed to make informed decisions. Product
specifications appear as overlays or pop-ups within the AR interface, allowing for easy comparison of
multiple products. Additionally, clear pricing and availability information help facilitate the purchase
process, making it more seamless and convenient for users to complete their transactions within the app.

6.2 3D PRODUCT MODELS

The 3D Product Models module is a central feature of the AR shopping app, designed to significantly enhance

user engagement by providing detailed, interactive three-dimensional representations of products. This

module allows users to explore and interact with products in a more immersive way, bridging the gap between
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traditional online shopping and real-world experiences. By utilizing advanced 3D modelling technology,
users can gain a better understanding of product features, leading to more informed purchasing decisions and
a more engaging shopping experience.

6.2.1 HIGH-QUALITY RENDERINGS

At the core of the 3D Product Models module is the focus on high-quality renderings. By utilizing advanced
graphics technology, the module creates realistic 3D models that accurately represent the colours, textures,
and dimensions of products. This ensures that users can assess the quality and design of each item in detail,
building greater trust in the virtual product presentation. Techniques such as ray tracing and physically-based
rendering (PBR) are employed to produce realistic lighting, reflections, and surface details, enhancing the
realism of the 3D models. Material simulation is used to reflect the appearance of products as they would in
real life, while performance optimization ensures that these renderings do not impact the app's
responsiveness.

6.2.2 INTERACTIVE EXPLORATION

The 3D Product Models module offers users the ability to interact with models through intuitive controls,
allowing them to rotate, zoom, and manipulate the products from various angles. This interactive exploration
enables users to fully understand the product's shape, design, and features, offering a more dynamic and
engaging experience compared to traditional static images. Touch gestures such as pinch-to-zoom and swipe
allow for precise exploration, while comparison tools enable users to compare multiple products visually.
This feature aids in quick decision-making, providing a hands-on approach to the shopping process.

6.2.3 CUSTOMIZATION FEATURES

Customization is a key aspect of the 3D Product Models module. Users can select various options for each
product, such as colours, patterns, sizes, and configurations. This feature allows users to visualize their
personalized preferences in real-time, making it easier for them to see how their selections would look in
real life. As users make changes, the 3D model updates instantly, reinforcing their engagement and providing
immediate feedback. By offering a level of interaction and personalization, this feature enhances user
satisfaction and increases the likelihood of purchase.

6.2.4 IMMEDIATE ACCESS TO PRODUCT INFORMATION

The 3D Product Models module integrates immediate access to detailed product information alongside the
interactive 3D models. Users can view product specifications, materials, dimensions, and pricing, ensuring
that they have all the relevant data needed to make informed purchasing decisions. Information is displayed
dynamically within the app, allowing users to access it without interrupting the 3D experience. Additionally,
comparative insights are provided, enabling users to compare similar products in terms of features and prices,
further enhancing their decision-making process.

6.3 AR PLACEMENT

The AR Placement module is a vital component of the proposed AR shopping app, designed to enable users
to visualize how different furniture items will look and fit within their own living spaces. By utilizing
advanced augmented reality technology, this module enhances the furniture shopping experience, turning it
into an interactive and engaging process. Users can confidently make purchasing decisions, knowing that
they have a realistic view of how the items will look in their home. This innovative approach not only
increases user satisfaction but also reduces the likelihood of returns due to size or aesthetic mismatches.

6.3.1 REAL-TIME VISUALIZATION

This feature allows users to place virtual furniture directly into their physical environment using their mobile
device’s camera. The app overlays digital furniture over the real-world view, allowing users to see how
various pieces would look with their existing décor. The real-time nature of this feature enables users to make
immediate adjustments, improving the overall shopping experience. By using dynamic rendering techniques,
the furniture items appear with realistic lighting and shadows, providing a natural look as they interact with
both artificial and natural light in the user's space. The seamless transition between the virtual furniture and
the real-world environment ensures that users feel confident in their choices.
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6.3.2 DIMENSION ASSESSMENT

Accurate dimension assessment is a crucial function of the AR Placement module. By utilizing object
tracking and spatial recognition technologies, the app measures both the dimensions of the user's room and
the virtual furniture, ensuring proper scaling. This feature helps users assess how well a piece of furniture
fits in a room, minimizing the risk of purchasing items that may be too large or small for the intended space.
The app creates a spatial map of the environment to capture the room’s layout and key structural elements,
such as doors and windows. Real-time adjustments to the scale of virtual furniture items empower users to
match their space’s specific requirements.

6.3.3 CUSTOMIZATION OPTIONS

The AR Placement module includes customization features that allow users to personalize furniture items.
Users can choose from various options such as colours, finishes, and styles, making the shopping experience
more engaging and tailored to individual tastes. As users make selections, the virtual furniture updates in
real time to reflect their preferences, offering immediate visual feedback. This interactive feature encourages
users to experiment with different combinations, ensuring they find the perfect fit for their home.

6.3.4 MULTI-ANGLE VIEWING

The AR Placement module provides users with the ability to view virtual furniture from multiple angles
within their space. By panning around the furniture or rotating it, users can examine all sides of the item,
gaining a comprehensive understanding of its design. This feature also allows users to assess how the
furniture looks under different lighting conditions and from various perspectives. Furthermore, users can
compare different pieces of furniture in the same environment, helping them visualize how items will
complement each other in their overall home decor.

6.3.5 INTEGRATION WITH PRODUCT INFORMATION

The AR Placement module integrates product information alongside the augmented reality experience. As
users interact with virtual furniture, they can instantly access essential details such as dimensions, materials,
pricing, and user reviews. This seamless integration ensures that users have all the relevant information they
need to make informed purchasing decisions. By providing easy access to comprehensive product
specifications, the app helps users compare different items and make choices based on both visual and
informational data.

6.4 VR SOLAR SYSTEM

The VR Exploration module offers an immersive Virtual Reality (VR) experience that enables users to
explore and understand the solar system. By utilizing advanced VR technology, users can visualize celestial
bodies in an interactive, dynamic environment. This module aims to engage users in astronomy, offering a
fun and educational experience that enhances their appreciation for the universe. The immersive approach
encourages users to interact with the solar system in ways that deepen their understanding of astronomical
phenomena and foster a genuine interest in space.

6.4.1 IMMERSIVE VISUALIZATION

The VR Exploration module creates a highly immersive environment, simulating the solar system in three
dimensions. Users can wear VR headsets to enter a realistic representation of space, navigating through
planets, moons, and other celestial objects. This visualization helps users grasp the vast scale of the solar
system and offers an engaging way to learn about space. The module features high-resolution graphics that
accurately depict celestial bodies, accompanied by rich soundscapes that mimic the ambiance of space,
making the experience lifelike. Additionally, dynamic weather effects on different planets, such as Jupiter’s
storms or Venus’s calm surface, further enhance the realism, providing users with a unique opportunity to
explore various environments in space. The VR environment also promotes spatial awareness, allowing users
to visualize distances and relative sizes of celestial bodies, which is essential for understanding the scale of
astronomical phenomena.

IJCRT2502742 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org \ g361


http://www.ijcrt.org/

www.ijcrt.org © 2025 IJCRT | Volume 13, Issue 2 February 2025 | ISSN: 2320-2882

6.4.2 INTERACTIVE EXPLORATION

The module allows users to actively explore celestial bodies within the solar system. Users can approach
planets, moons, and asteroids, learning about their characteristics through interactive exploration. This
hands-on experience encourages curiosity and promotes a deeper understanding of astronomical concepts.
As users engage with different celestial objects, visual guides and annotations provide additional context,
enriching their learning experience. This feature offers a more immersive way to study the solar system,
making learning fun and engaging while fostering a genuine interest in space.

6.4.3 USER-CONTROLLED NAVIGATION

The VR module provides users with the freedom to navigate the solar system at their own pace. Users can
choose which celestial bodies to explore and decide the order in which to view them, allowing for a
personalized experience. The flexible navigation paths encourage users to explore topics that interest them,

prWhethertheywish to study gas giants, terrestrial planets, or distant dwarf planets capTER 6 itionally,
users can hookmark celestial bodies or features to revisit them later, offering a fco..... ... , -Jtion. An
interactive map of the solar system further aids navigation, providing an overview of the user’s current
location and potential destinations, thereby helping users gain a broader understanding of the solar system’s
layout.

6.4.4 MULTI-ANGLE VIEWING

The VR module supports multi-angle viewing, enabling users to examine celestial bodies from various
perspectives. This feature provides a deeper understanding of planetary features, such as surface topography,
atmospheric conditions, and spatial relationships. Users can explore planets and moons from every angle,
gaining insights into their shapes and characteristics. This capability is especially useful for studying
atmospheric phenomena and planetary details. Additionally, the module allows users to compare different
celestial bodies side-by-side, enhancing their understanding of their similarities and differences. This
comparative view fosters discussions on planetary formation, evolution, and classification, deepening users'
engagement with the solar system.

VIl. PROJECT TESTING
7.1 VERIFICATION

Verification is the process of evaluating system components to ensure they meet specified requirements and
function correctly. This involves testing individual features and interactions to confirm they operate as
intended. For this project, verification will include unit testing, integration testing, and performance
assessments for each module—AR try-ons, 3D models, AR furniture placement, and the VR exploration of
the solar system.

Table 7.1 - Verification

Test Case Input Description Expected Output Test Status
Load AR Try-On User accesses the AR interface loads Pass/Fail
Feature AR try-on feature successfully with accessory
options
Access Camera User allows camera | Camera feed is displayed for Pass/Fail
access AR interaction
Try-On Accuracy User selects Accessory is accurately Pass/Fail
accessory for try-on overlaid on user’s wrist
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Real-Time Tracking User moves their Watch follows user’s hand Pass/Fail
hand movement in real-time
Load 3D Model User requests to 3D model loads successfully Pass/Fail
view a product in 3D | and displays correctly
Interaction with 3D | User interacts with Model responds to Pass/Fail
Model the 3D model interaction
Multi-Angle User changes Model displays correctly Pass/Fail
Viewing viewing angle from new angles
Model Detail User compares 3D | Model matches real product Pass/Fail
Accuracy model to real in size, shape, and color
product
Load AR Placement | User accesses AR AR interface for furniture Pass/Fail
Feature placement placement loads
successfully
Spatial Recognition | User points camera App recognizes the space Pass/Fail
at an empty space | and outlines it for placement
Place Furniture User selects a It appears accurately in the Pass/Fail
furniture and places chosen location
itin AR
Adjust Furniture User tries to adjust | It adjusts-position correctly Pass/Fail
the placement as per user input
Load VR Module User accesses the VR environment loads Pass/Fail
VR solar system successfully with celestial
feature bodies
Navigate Celestial User navigates to User can smoothly navigate Pass/Fail
Bodies different planets between celestial bodies
Interaction with User interacts with a | Information about the planet Pass/Fail
Celestial Bodies planet is displayed correctly
Multi-Angle User changes the User can view celestial Pass/Fail
Viewing view angle bodies from various
perspectives
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7.2 VALIDATION

Validation is the evaluation of the final product to ensure it meets user needs and expectations. This phase
assesses usability and overall satisfaction from the end-user's perspective. For this project, validation will
involve user acceptance testing all modules to ensure that the AR and VR features enhance the shopping
experience effectively.

7.3 EVALUATION

Evaluation focuses on assessing each module's effectiveness and user satisfaction. We will analyse metrics
like engagement, accuracy, and responsiveness while collecting user feedback. This process aims to identify
strengths and areas for improvement in the AR try-ons, 3D models, AR furniture placement, and VR
exploration of the solar system, ensuring a compelling shopping experience.

7.3.1 AR TRY-ONS

The evaluation of the AR try-on module will focus on user engagement, accuracy, and overall satisfaction.
Key metrics will include the responsiveness of the try-on feature, the realism of the accessory overlays.
Performance will be assessed through analytics on loading times and user interaction patterns, helping to
identify any areas needing improvement.

7.3.2 3D MODELS

For the 3D models module, the evaluation will concentrate on the quality and realism of the models, as well
as user interaction capabilities. Success metrics will include the accuracy of the 3D representations compared
to real products, responsiveness during user interactions, and the ease of navigating the 3D environment.

7.3.3 AR FURNITURE PLACEMENT

The evaluation of the AR furniture placement module will assess the accuracy of virtual furniture placement
in real environments and the user experience during the setup process. Metrics will include the precision of
spatial recognition and how well users can visualize furniture in their own spaces.

7.3.4 VR EXPLORATION OF THE SOLAR SYSTEM

The evaluation for the VR exploration module will focus on immersion, interactivity, and user engagement.
Key metrics will include the smoothness of navigation, the realism of celestial body representations, and the
effectiveness of information display during interactions.

VIIl. EXPECTED OUTPUTS

An Immersive
Shopping Experience

models

D
Placing

Fig.8.1 Overall Ul
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Fig.8.2. Working of App

Fig.8.3. 3D Model of Earth

Fig.8.4. 3D Model of stationery
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