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Abstract: A number of methods for altering faces in films have been effectively created and made publicly
accessible in recent years (e.g., Face Swap, deepfake, etc.). Using these technologies, it is possible to facilitate face
video modifications with inaccurate results. It is employable in almost all fields. However, the overemphasis of all
technologies is fatal prone to have a certain effect in society which may be negative (e.g., fake news, and
cyberbullying revenge porn). It is therefore important to be able to tell whether a person’s face in a video has been
modified, subjectively. To be able to address the problem of deepfake videos, we focus on the problem of face
alteration detection in video sequences. In particular, we focus on the ensembles of several Convolutional Neural
Network (CNN) models that have been developed.The proposed methodology attains these objectives through the
use of attention layers and data training powerful models derived from a base network, EfficientNetB4. By using
two publicly available datasets and combining over 119,000 videos, we show how to be able to address these
bezier curves, Detecting face alteration is a crucial field of computer vision remains a challenging task in most
scenarios, but we demonstrate that in our case, the combined networks approach highly improves the results.

Index Terms - Deepfake, Video Forensics, Deep Learning, Attention.
I. INTRODUCTION

This means that a speaker's identity can be changed with a moderate amount of effort. Digital face editing tools are
now easy to use making them accessible to everyone regardless of art or picture retouching experience. Users can now
started accessing artificial tools that effectively handle tasks by themselves [4, 5]. New artistic developments help people
create better art with their technological tools. Advanced technology enables criminals to produce false videos with
relative ease. Face-altering technology poses dangers because attackers can spread fake videos and create illegal
revenge pornography. Establishing true identities in video sequences stands as today's major concern because
spreading fake content creates serious problems for society [6].

Research around checking if filmmakers change their content has existed for a long time. Experts in multimedia
forensics began studying this field long ago with their research about different solution methods. These authors examine
film coding details to discover information about movie processing. Research institutions study copy-move detection
modifications using dense data blocks. Many experts have created ways to spot when video frames repeat or get
removed. All of the above methods rely on the same principle: Each permanent change makes a unique detection mark
to help find exactly where the editing took place. The traces forensic scientists look for tend to be hard to see and pick
up. Hard-to-detect video edits occur during extreme down sampling or simultaneous complex edits plus strong
compression steps [8]. Realistic manipulation techniques create effective obstacles for forensic modelling systems.
Current facial transformation techniques prove difficult for forensic experts to identify accurately in modern times
[16]. Several different techniques modify face images with no single explanation working for all cases Their
technology operates on limited areas within video frames-usually just the face or parts of it. Reference taken from [17]
and the Facebook DFDC dataset [18] declare on Kaggle in December 2019 we study how different manipulation tools
like deepfakes, Face2Face, Footage Swap and Neural Textures can be identified. We create a new variant of
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EfficientNetB4 [19] through our work by adding attention elements from [20]. Researchers find it harder to detect
manipulated films because these videos spread on social media platforms apply data compression and coding. We
research the challenge of distinguishing face alteration tactics through modern approaches.
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Fig. 1. Sample faces extracted from FF++ and DFDC datasets. For sach pristine face, we show a corresponding fake sample generated from it

Il. RELATED WORK

In recent years, a number of video forensics methods have been put out for various purposes [7]-[9]. Yet experts have
created various ways to spot this kind of fake since the forensics field realized the possible social issues that new face-
altering methods could cause [16]. Many of these techniques look at each frame using CNN. One example,
Mesonota, is put forward in [21]. This simple CNN aims to find fake faces. The writers in [17] show how Captioned
beats this network when retrained on purpose. Other approaches use LSTM analysis to check how video frames
change over time. [22] and [23] are examples where a repeating process combines features already picked from
frames.

Some techniques take advantage of specific processing traces. The researchers in [24] exploit the idea that
deepfake donor faces are warped to match the host film. They suggest a detector that picks up warping traces.
Other approaches use frame semantic content analysis to overcome pixel-level analysis limits. [25] offers a method
to learn to classify between true and fake head poses. [26] focuses on asymmetrical illumination artifacts instead.
[27] describes a system based on eye blinking. Early deepfake movies had many eye artifacts that this approach
captures.

As manipulation techniques get better at creating realistic results semantic approaches become less useful. Also
several methods provide some localization information. [28] presents a multi-task learning technique that gives a
detection score using a segment-station mask. Another way to tackle this would be to use an attention mechanism, as
[29] puts forward.

Our work demonstrates two training methods using Siamese network architecture for all the chosen deep models.
We build our forensic detection system because real-world implementationremains difficult to execute. Our solution
meets DFDC's  stricthardware andtimeline necessitiesas documentedin [18]: Recent studies introduced FF++
astheir attention-based approach the detectionsystem can better explain how frame sections contribute to finding
manipulated faces. During the following sections we explain each part of this research. This section reviews the latest
published studies related to our research paper.

I11. PROPOSED METHOD

This segment introduces the tactic we crafted for identifying if a face in a video shot is authentic (‘pristine) or a
fabrication. At the heart of our suggested tactic lies the concept of enemy-bling. For quite a while now, folks have
realized combining models can lead to better prediction accuracy. With that insight, we are zeroing in on the
guestion of whether we can teach a bunch of CNN models to catch different kinds of high-level semantic details that
fill in for each other pretty well. To achieve this, the Efficient Net lineage unveiled in [19] as a bold new strategy to
scaling CNNs , is our starting point. This group of architectural surpasses other cutting-
edge CNNs inaccuracy and efficiencyand  hasbeen shown to be highly helpful inmeetingthetime and hardware
requirements set by DFDC.

We provide two approaches to make the model useful for the enabling given an Efficient Net design. As an
alternative we still propose an introduction of an attention mechanism which would benefit the analyst in observing
at what video segment is more informative towards the task of categorization. To gather max details about the data,
we must figure out how to add Siamese training ways into the learning method. Below, you'll find more on the
Efficient-Net structure, the suggested focus feature, and the way to train the network.

IJCRT2502344 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org | c911


http://www.ijcrt.org/

www.ijcrt.org © 2025 IJCRT | Volume 13, Issue 2 February 2025 | ISSN: 2320-2882
3.1 Effective attention and net mechanism

In one study denoted as [19], this star player got a score of 83.8% for nailing the top spot in identifying pictures on the
ImageNet [30] challenge, and it did all this with 19 million bits and pieces and used up 4.2 billion FLOPS. Now, if we
take a look at another piece of work tagged as [17], they used the same challenge for a method named Captioned,
which managed 79% on hitting the top spot but gulped down twice as many FLOPS at 8.4 billion and had more bits to
it with 23 million parameters. If you want to catch a glimpse of what EfficientNetB4's bones look like just peek at the
blue area in Figure 2. . There you'll see all its parts laid out with the same names they were given when they first
popped up in study [19]. A color picture squared, I, or as we looked at it, the face we pulled out of a video snap, is
what the network starts with. , to get the classifying part more on point, the folks in [17] suggest following the face
details rather than chucking the entire snap into the network. The various applications of attention mechanisms in
computer vision and natural language processing motivated the proposed adaptation of the standard EfficientNetB4
Archi-texture.
However, when the network has more information in making the decision, the detection of the fake part will yet be

useful, i.e., it will detect the fake part when the network is given more information in its input to detect.

3.2 Network Drilling

The two models assist in extraction a feature descriptor by emphasizing analogy among samples of the same
kind using a generalization power available class via presentation of such generalization potential by the
channels.The overall goal is to distinguish samples (rotten faces) of the real and fake classes. The two models we
have for training against any of our staff are (i) end-to-end and (ii) Siamese. Other evaluation tactics were also used,
such as the DFDC contest methodology.

1) End-to-end training: The network presents us with a face. Once a sample face is entered into the y-related score y",
y. Note that no Sigmoid activation function has been applied to this score. Weight updates take place using the well-
known log loss formula, which is L = — 1 N[y log (S(y" )) + (1 —y ) log (1 — S(y" ))] yi € { 0, 1 } means the
corresponding face label in where.

2) Training in Siamese: We train with the loss function triplet margin loss, which was first discussed in[35] and is
motivated from computer vision research that operate CNNs to produce local feature descriptors. The non-linear
dimension of f (I) racksen coding from an input face the network gives I, as indicated in Figure 2 further means the
L2 norm, LT = triplet margin loss reformulated as max (0, mean + &+ — &-).

3) sThe losses 5- = f (la) — f (In) 1 2 and &+ = f (la) —

Strictly positive f (Ip) p 2ours is now the following la, Ip, and In: Ip belongs to the same group of

positive samples. as la.

Fig.2. Effect of the attention on faces under analysis. Given some faces to analyze (top row), the attention network
tends to selec regions like eyes, mouth and nose (bottom row).Faces have been taken out of the FF++ dataset.

IV.EXPERIMENTS
We provide all the information about the experimental setup and datasets utilized in this section.

4.1 Dataset

FF++ [17] and DFDC [18] are the two datasets on which we test the suggested approach. Each technique is used
on 1000 high quality prism videos that were manually chosen to show topics that are almost front facing and free
of occlusions after being downloaded from YouTube. There are at least 280 frames in each sequence. A constant
rate quantization value of 23 and 40, respectively, is used to create high-quality videos. There are at least 280
frames in each sequence. A constant rate quantization value of 23 and 40, respectively, is used to create high-
quality videos.

The DFDC is an initial dataset that was made available for the similar Kaggle competition. These particular video
clips were created using both real and fake copies of over 19,000 videos. The actors in actual videos are framed
against randomly chosen backdrop to create visual diversity and variability in a number of parameters (gender,
skin colour, age, etc.). Some of the videos are authentic, while others are erroneous and all are created utilizing
Deepfake techniques. We won't be able to determine the precise algorithms that were used to create the fake
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videos because the public and private evaluation sequences, as well as an example of how they were prepared,
have not yet been made public.

4.2 Networks

We take into account the following networks in our experiments:

« captioned, as it is the model that performed the best in [17], making it the ideal benchmark for our testing
campaign; * EffectiveNetB4, which outperforms other current techniques in terms of accuracy and
efficiency [19];

« EffectiveNetB4Att, which ought to separate pertinent from irrelevant facial sample components. Every model is
independently trained and assessed among the two sets of data being reviewed. For FF++, in particular, we
evaluate only films that have been quantized with constant rate of 23. The two Efficient Net models are both
trained by the assistant two approaches noted in Section I11-B, Capturing is trained with the same style as
in}{$17$. This is for our four trained models are EfficientNetB4ST and

EfficientNetB4AttST models trained with the NiceNetB4 and Siamese strategy and Trained with the efficiency
net . Conventional from end to end technique. All of these models derived from EfficientNetB4 might help in
the final assembly.

V.RESULTS
Here, we have gathered every one of our needs project effort.

5.1 A. Explainability of EfficientNetB4Att:

The output of the Sigmoid layer of the attention block is a 2D map of 28 x 28 with respect to Fig. 9.8 two. We
combine this map with the input face artifacted at input face size 224 x, 224.es, and we show the generated
attention map on a few faces of FF++.

Using this straightforward attention-grabbing approach. Inversely, the flat network does not help the network
areas having little gradient data. Study after studies have shown that face most of the proprietary traits create
the artifacts generated by deepfake generation techniques [16]. Let's combine this concept with blockchain
technology. Aside from the main components of these techniques, the major traits sketchy eyes and too many
fragilely done teeth white spots.

5.2 Characteristics of Siamese:

To determine whether the features generated by the network's encoding are discriminative for the task, we used the
well-known tSNE [39] technique to calculate a projection over a restricted area during the Siamese fashion training
of the network. Starting at 20 FF++, Figure 5 displays the projection based on EfficientNetB4Att. Naturally, frames
from the same videos cluster into little subregions. Additionally, the chart is set up with the real samples at the top and
the phony samples at the bottom. Then, by clustering its frames, the same video is segmented into smaller subregions.

5.3 The Independence of architecture:

For resolution of networks it can be in an ensemble ,where independent models can record the scores. In Figure 6,
each plot below the diagonal highlights how several networks offer distinct scores for each frame. In practice, the
point clouds are not sufficiently coordinated in a shape that can be represented by a simple join. This urges us use all
of the learned models at once.

5.4 The Ability to identify face manipulation:

The average results for the baseline network (captioned) and the four proposed models (EfficientNetB4AttST) are
shown in this section. There is a theory consisting of an ensemble that has one, two or some even numbers of
models. In this particular instance, summing the scores produced by each distinct model yields the greatest score
linked to a face. Table I shows the log loss ob.-tainted and AUC (the decisions made by binarizing the network
output with various thresholds) for our trials. The out comes are shown for every frame .1t is crucial to keep in mind
that the model-assembling method usually produces positive outcomes when analysing these findings.

5.5 Results from Kaggle

Team of ISPL, Participated in the DFDC challenge on Kaggle [18] to have a better understanding of the
performance of the suggested solution. The final objective of the competition was to develop a system that could
distinguish between a real and a false video.

The training dataset made available by the competition host is the DFDC dataset utilized in this work, whereas the
two distinct testing datasets are employed for evaluation: (i) the public test.
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Fig.3 presents the score distribution (pair-plot) for each pair of networks on the FF++ (a) and DFDC (b) datasets for
real (orange ¢) and fake (blue «) samples.

VI.CONCLUSION

Since video plays such a crucial role in the daily routine and mass communications, it becomes very important to
be able to determine if the video contains manipulated content. By using deep learning we move forward to find face
manipulation in video sequences in computer graphics and phony films. In this project ,we have used the
Efficient Net model and it helps a lot in developing new solutions. This project is used for detecting whether the
images are real or fake. This approach also allows deployment of model into streamlit.

Future research will examine how to improve the model selection criteria even further, incorporate multimodal
capabilities, and optimize the architecture for conversational tasks that are even more complex. The spread of deepfake
photos and videos has serious ramifications for digital media trust, privacy, and national security. Using convolutional
neural networks (CNNS), recurrent neural networks (RNNSs), and generative adversarial networks (GANS), recent
developments in deep learning-based techniques have demonstrated impressive performance in identifying
deepfakes. However, the generation of diverse, high-quality datasets and the development of strong detection models
that can resist adversarial attacks continue to be pressing research areas. Moreover, real-world deployment and the
advancement of a more secure and reliable digital environment depend on explainability, interpretability, and ongoing
model changes.
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