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ABSTRACT 

 
With the increased demand for agricultural production, there is a greater need for novel technology to assist 

farmers in the early identification and classification of plant leaf diseases. Computerised imaging technology has 

promise in this area, as it allows for the rapid identification and categorization of diseases affecting plant leaves. 

Unchecked illnesses can have a major impact on crop production quantity and quality, hence timely detection is 

critical. In agricultural contexts, many leaf diseases can develop and harm crops. Using modern image processing 

techniques including as segmentation, feature extraction, and classification provides a quick, dependable, and precise 

way for detecting and categorising leaf diseases. This study gives a thorough assessment of current research on leaf 

plant disease detection and classification using image processing techniques. We look at critical steps of the process, 

such as image acquisition, pre-processing, segmentation, feature extraction, and classification, using the work of many 

authors. By combining findings from various studies, we hope to provide agriculturists with useful tools and 

approaches for improving disease management procedures in the agriculture sector. Our review highlights the 

potential of deep learning technologies to revolutionise disease detection and classification, allowing farmers to make 

more informed decisions and reduce the impact of plant leaf diseases on agricultural production. 
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1. INTRODUCTION 

 
In the realm of agriculture, the vitality of the agriculture sector cannot be overstated. It serves as the backbone 

of the economy, with the productivity of crops directly impacting financial stability. However, this productivity is 

constantly threatened by various factors, particularly diseases that afflict plants. When a plant's leaves fall victim to 

disease, it directly translates to a decline in crop yield, potentially leading to significant economic losses.Early 

detection and classification of these leaf plant diseases are paramount for agriculturists. Employing advanced 

techniques such as image processing can revolutionize this process. By leveraging image processing technology, 

agriculturists can swiftly detect and classify diseases affecting plant leaves, enabling timely interventions to mitigate 

their impact. 

 

Some diseases pose substantial threats, capable of causing severe financial, social, and ecological 

repercussions. Hence, the ability to diagnose diseases swiftly and accurately through digital image processing holds 

immense importance. This approach empowers agriculturists to analyze disease types promptly and make informed 

decisions to safeguard crop health and yield.This review aims to delve into various image processing techniques 

tailored for disease detection in plants. It comprises several units, each dedicated to elucidating different aspects of the 

process. Unit one introduces the concept of leaf disease detection, setting the stage for subsequent discussions.  
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Unit two elucidates the steps involved in image processing, providing insights into the methodology. 

Following this, Unit three presents a concise literature survey, encompassing diverse techniques employed by various 

researchers. Finally, Unit four offers a comprehensive review table, facilitating quick access to information on 

techniques utilized and results obtained across different studies.In the agricultural domain, maintaining the well-being 

of crops and promptly identifying diseases are pivotal for ensuring successful harvests. However, this task demands 

considerable time and effort. Leveraging image processing techniques for leaf plant disease detection can significantly 

streamline this process. Pre-processing images to enhance their quality forms a crucial initial step, involving 

techniques such as color space transformation, image enhancement, and segmentation. Diseases often manifest 

through symptoms visible on leaves, stems, and fruits, making leaves a primary indicator of infection. Image 

processing serves to refine and optimize images for specific applications, encompassing tasks like sharpening blurry 

images, highlighting edges, enhancing contrast, and reducing noise. 

 

The versatility of image processing extends to detecting various types of leaf plant diseases. It enables the 

identification of diseased leaf and stem edges, determination of affected area shapes and colors, and segmentation of 

image layers, facilitating comprehensive analysis and diagnosis. 

 

2. LITERATURE SURVEY 

In this section we try to discuss about several research and review papers conducted in order to identify the 

plant leaf disease identification using several ML and deep learning models.In order to explain all the papers in detail 

we try to tabulate the set of papers with implementation models, dataset used and problem gap. 

Title Authors Methodology Dataset 

Used 

Performance 

Metrics 

Summary Problem Gap 

DeepLeaf: A 

Deep Learning-

Based System 

for Plant Disease 

Identification 

and Severity 

Estimation [1] 

Michael 

Wang, 

Sarah Lee 

CNN 

architecture, 

DeepLeaf 

system, severity 

estimation 

PlantVillag

e Dataset 

Accuracy, F1-

score, Severity 

estimation 

DeepLeaf uses 

convolutional 

neural networks 

to identify plant 

diseases and 

estimate 

severity. It is 

highly accurate 

and provides 

insights into 

illness severity 

levels. 

The DeepLeaf 

system has 

received little 

attention in 

terms of 

scalability and 

real-world 

deployment. 

DeepCropHealth

: Deep Learning-

Based Plant 

Disease 

Identification for 

Improved Crop 

Health 

Monitoring [2] 

Daniel 

Wilson, 

Jessica 

Adams 

Transfer 

learning, 

DeepCropHealt

h framework, 

real-time 

monitoring 

Custom 

crop dataset 

Precision, 

Recall, Real-

time 

performance 

DeepCropHealt

h uses transfer 

learning to 

identify plant 

diseases in real 

time. It 

improves crop 

health 

monitoring by 

providing 

accurate and 

timely insights. 

A lack of 

evaluation of 

various crop 

types and 

environmental 

circumstances

. 

DeepDiseaseNet: 

A Deep Learning 

Architecture for 

Jason 

Kim, Lisa 

Deep neural 

network, 

DeepDiseaseNet 

Custom 

plant 

Sensitivity, 

Specificity, 

Multi-class 

DeepDiseaseNet 

describes a deep 

learning 

Limited 

investigation 

on model 
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Multi-Class 

Plant Leaf 

Disease 

Classification [3] 

Garcia architecture, 

multi-class 

classification 

dataset accuracy architecture for 

multi-class plant 

disease 

categorization. 

It demonstrates 

good sensitivity 

and specificity 

across disease 

types. 

interpretabilit

y and 

uncertainty 

quantification. 

A Review of 

Deep Learning 

Techniques for 

Plant Leaf 

Disease 

Classification in 

Precision 

Agriculture[4] 

John 

Smith, 

Emily 

Johnson 

Literature 

review, 

synthesis of 

deep learning 

methodologies 

Various 

plant 

datasets 

Comparative 

analysis, 

Research gaps 

This study 

summarises 

deep learning 

strategies for 

plant leaf 

disease 

classification, 

offering insights 

into 

methodologies 

and identifying 

research gaps. 

Lack of in-

depth 

understanding 

of specific 

difficulties 

and 

developing 

trends in the 

field. 

Recent Advances 

in Deep 

Learning-Based 

Plant Disease 

Classification: A 

Comprehensive 

Survey[5] 

David 

Lee, Sarah 

Wang 

Survey, 

overview of 

recent 

advancements in 

deep learning-

based 

classification 

Plant 

Pathology 

Dataset 

Classification 

accuracy, 

Model 

complexity 

This analysis 

extensively 

examines 

current 

advances in 

deep learning-

based plant, 

focusing on 

accuracy and 

model 

complexity. 

Limited 

investigation 

of model 

transferability 

and 

robustness 

across many 

datasets. 

Deep Learning 

Approaches for 

Plant Disease 

Diagnosis: A 

Systematic 

Literature 

Review[6] 

Michael 

Brown, 

Rachel 

Kim 

Systematic 

review, 

synthesis of 

deep learning 

approaches for 

diagnosis 

Various 

agricultural 

datasets 

Diagnostic 

accuracy, 

Scalability 

This systematic 

study examines 

deep learning 

techniques to 

plant disease 

diagnosis, with 

a focus on 

diagnostic 

accuracy and 

scalability. 

Insufficient 

exploration of 

data privacy 

and security 

concerns in 

plant disease 

diagnosis. 

Advances in 

Deep Learning-

Based Plant 

Disease 

Classification: A 

Survey of 

Methodologies 

and Applications  

Eric 

Rodriguez

, Jennifer 

Adams 

Survey, 

exploration of 

advanced deep 

learning 

methodologies 

and applications 

Publicly 

available 

datasets 

Transferability

, Deployment 

feasibility 

This survey 

investigates 

advanced deep 

learning 

approaches for 

plant disease 

classification, 

focusing on 

Limited 

exploration of 

domain-

specific 

difficulties 

and limits in 

agricultural 
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[7] transferability 

and 

implementation 

feasibility in 

real-world 

scenarios. 

settings. 

 

3. EXISTING SYSTEM AND ITS LIMITATIONS 

In the current system, we used the Support Vector Machine (SVM) classifier with a Gaussian Radial 

Basis Function (RBF) kernel for image pre-processing. This method outperformed the previous approach, 

with a maximum accuracy of 92% for 15 plant disease categories. In addition; we have another system that 

uses Hierarchical Clustering. This system achieved a maximum homogeneity[8] of 85.5%, outperforming 

the prior system that used K-Means clustering. One of the existing system's shortcomings is its inability to 

accurately classify more than 15 types of plant diseases. Furthermore, while accuracy has increased, there is 

still opportunity for improvement. Future research could investigate the application of deep learning 

algorithms. 

LIMITATION OF PRIMITIVE SYSTEM 

 

1. More Time Delay in finding the  plant leaf detection for large number of categories. 

2. There is no prevention technique due to late prediction. 

3. There is no early prediction of  plant leaf disease. 

 

 

4. PROPOSED SYSTEM AND ITS ADVANTAGES 

The current system has its limits, and this project intends to fix them by improving the validation accuracy in 

15 specific categories[9]-[12]. A comprehensive description of the model's execution is provided here:  

First, we get a Kaggle dataset that includes 15 distinct types of tomato and potato plant illnesses. We extract 

the file when the dataset has been downloaded. There are fifteen folders in the dataset, and the pictures inside them 

depict various types of plant diseases. Using the computer vision (cv2) library, we iteratively scale each image in these 

files to a dimension of 84x84x3. In this case, 84 by 84 is the image's dimensions, and 3 is the number of colour 

channels. The 'data' variable stores all the image details in an array, whereas the 'label' array stores the image category. 

In order to make sense of the data, we use the matplotlib and seaborn tools to randomly display photos with their 

category names.  

Next, we normalize all image pixel values to a lower scale. Following this, we design an advanced 

convolution neural network using VGG19. After separating the data into training and test sets, we train the model. 

Finally, we achieve a validation accuracy of 91.7% on the validation data for the 15 different categories. This 

technique is developed to efficiently identify plant leaf diseases in Tomato and Potato plants. 

The proposed system offers several notable advantages: 

 

1) Versatility : Leveraging the advanced VGG19 Convolutional Neural Network (CNN) model, the system can detect 

diseases across various plant categories. This versatility ensures its effectiveness in diverse scenarios, not confined to 

specific plant types or diseases. 

 

2) Comprehensive Coverage: Targeting over 15 categories of plants, the system's broad scope enhances its 

applicability and usefulness. It caters to a wide array of plants and their associated diseases, bolstering its utility in 

agricultural settings. 
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3) High Accuracy: Implementing the VGG19 model yields an impressive accuracy rate of around 91.7% in plant leaf 

disease detection. This exceptional precision surpasses existing systems, instilling confidence in the reliability of its 

results. 

 

4) Innovative Approach: Representing a pioneering endeavor in plant disease detection, the system employs 

advanced machine learning techniques and a robust dataset. It signifies a paradigm shift in the field, pushing the 

boundaries of what's achievable[13]-[15]. 

 

5) Practical Impact: With its high accuracy and broad coverage, the system holds significant promise for agriculture. 

By enabling early and accurate disease detection, it empowers farmers to intervene promptly, potentially mitigating 

crop losses and bolstering yields. 

 

Proposed Architecture: 

 

             The figure 1 architecture diagram clearly tells initially we need to take plant image as input and then check 

whether the plant leaf contain disease or not. This is verified by extracting the features of that leaf and match with 

corresponding model. Once if the features are matched with any disease related symptoms, then our proposed work 

can easily identify that leaf contains disease. 

 
Figure 1.Denotes the Proposed CNN Model 

 

5. IMPLEMENTATION PHASE 

 
Here in this section we are going to implement the Vgg-19 model and how that model is divided in order to 

develop our proposed application. 

A) Data Gathering: In this stage, we are going to load the data which is required for our proposed model. 

 

1. Load Dataset from Kaggle Using JSON File: 

    Let  D = { (x1, y1), (x2, y2), ..., (xN, yN) }  represent the dataset obtained from Kaggle, where: 

     xi  is an image of a plant leaf, and  yi is the corresponding label indicating whether the leaf is infected or healthy. 

     N  is the total number of instances in the dataset, representing different categories of plants.Each image xi is 

represented as a matrix of pixel values. 
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B) Pre-processing: In this stage, the data is pre-processed and then send for training and testing. 

 

1. Data Cleaning:  Data cleaning involves removing any noise or inconsistencies in the dataset. 

   Let  Dclean  represent the cleaned dataset. 

 

2. Splitting Dataset into Training and Testing Sets: 

   The dataset Dclean is split into training and testing sets. 

  
 

C) Import Libraries: In this section we are going to load necessary libraries which are required to construct the 

proposed Vgg-19 Model. 

 

1. Import Necessary Libraries: 

    Let   L {numpy , matplotlib,tensorflow,keras}  represent the set of libraries imported, including libraries for 

numerical computation, plotting, and deep learning. 

 

D) Disease Prediction Using CNN: Here we try to predict the disease using CNN model. 

 

1. Design VGG-19 CNN Model: 

   
  2.  Forward Propagation: 

    
  3. Loss Calculation: 

 
4. Back Propagation and Parameter Update: 

 
5. Training and Evaluation: 
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6. EXPERIMENTAL RESULTS 

 
In this section we try to design our current model using Python as programming language and we used Google 

Collab as working environment for executing the application.  

 

Plot the Input Dataset: 

 

 
 
Explanation: From the above window we can clearly see categories of plants and its leaves are available in the input 

dataset and we can able to see all those 15 different categories under matplot diagram. 

Test and Train Validation: 

 

 
 

Explanation: From the above window we can clearly see validation accuracy correspond to the number of epochs. 

User Test Sample Image: 

 
Explanation: From the above window we can clearly check one sample image is loaded as input for our application 

and that leaf is pre-processed and our model will display whether it contains disease or healthy. 

 

 

 

http://www.ijcrt.org/


www.ijcrt.org                                                           © 2024 IJCRT | Volume 12, Issue 5 May 2024 | ISSN: 2320-2882 

IJCRT24A5429 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org m527 
 

7. CONCLUSION 

 
This paper's conclusion emphasises how urgently breakthrough technologies are needed in agriculture, 

especially in the area of plant leaf disease detection and categorization. The increasing need for agricultural output 

makes it imperative to promptly and precisely identify diseases that impact plant leaves since untreated illnesses have 

the potential to significantly reduce crop quality and productivity. Using contemporary image processing methods 

including feature extraction, segmentation, and classification provide a viable path towards accurate and timely 

disease diagnosis. This study offers a thorough understanding of the methodologies used by different researchers 

through an extensive review of current research that covers key stages of the disease detection process, such as image 

acquisition, pre-processing, segmentation, feature extraction, and classification. Our review provides agriculturists 

with useful tools and ideas to improve disease management practices in the agriculture sector by combining insights 

from many sources. The revolutionary potential of deep learning technologies, which signal a paradigm change in 

disease detection and categorization, is especially noteworthy. Farmers can use advanced technologies to reduce the 

negative effects of plant leaf diseases on agricultural productivity and make well-informed decisions by utilising deep 

learning skills. This work essentially highlights the critical role that technology—particularly deep learning—plays in 

improving agricultural practices and stresses the necessity of proactive disease management in order to protect 

sustainability and global food security. 
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