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Abstract_ : This traditional approach, which seems reasonable at first look but may really result in biases, 

unforeseen errors, and higher expenses, may endanger patients' QoS (Quality-of-Service). Almost all of 

the hospitals in Bangladesh do not give exercise bikes since there aren't any intelligent technologies that 

are both scalable and simple to install. The main goal of this project is to help hospitals treat severely sick 

patients by providing a feedback system that works in as it happens. we provide a standardized 

architecture, associated nomenclature, and a categorization model for evaluating the critical patient's 

health status. Predicting patients' total fitness using machine learning (ML) is the fundamental principle of 

this work. Our data and ML models may be saved and accessed using IBM Watson Studio and the IBM 

Cloud. Naive Bayes, Logistic Regression, K-Neighbors, Decision Tree, Random Forest, Gradient 

Boosting, and MLP were the Base Predictors used by our machine learning models. To increase the 

model's accuracy, the bagging approach of ensemble learning was used. Collectively, ensemble learning 

techniques include bagging ridge, bagging support vector machines, bagging additional trees, and bagging 

random forest.  
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1.INTRODUCTION 

Providing fundamental medical care to patients It 

is possible for a specialist to remotely monitor 

medication levels, test several patients 

simultaneously for system limits, and more [1]. 

The creation and evaluation frameworks 

mentioned here could be very useful for 

emotional support networks in critical care units. 

Devices include dialysis machines, mechanical 

ventilators, vital sign monitors, and others aid 

basic patients whose bodies need time to 

recuperate. For physical monitoring, most 

devices depend on the patient's condition or the 

results of tests. Based on this reasoning, we 

considered ways to automate dynamic capacity 

and interaction using cutting-edge technologies 

like distributed computing and automatically 

deployable AI models. No matter how serious a 

patient's illness is or how quickly they need care, 

machine learning algorithms can predict their 

near-term prognosis. Finally, our models and 

data are well-suited to IBM Cloud's public, 

private, and hybrid environments, therefore 

we've decided to utilize it as our PaaS [2]. Due to 

our initial inability to directly communicate our 

models, we were forced to use IBM Watson 

Studio, IBM Cloud, for the storage, testing, and 

distribution of our whole framework. The cloud 

administration runs the ml models, which are 

prepared using the auto-conveyed data. Cloud 

services may be accessed by the CPMS using 

Bluemix as well [3]. The most important thing 

that came out of this study is that the distributed 

storage can automatically install an AI model 

with pinpoint accuracy. Various artificial 
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intelligence computation parameters, boundary 

selection, testing, adjusting, etc. 

2.LITERATURE SURVEY 

2.1 Aggarwal, M., & Madhukar, M. (2017). 

IBM's Watson Analytics for Health Care: A 

Miracle Made True. In Cloud Computing 

Systems and Applications in Healthcare (pp. 

117-134). IGI Global. 

Standardized methods for managing vast 

quantities of measured data collected from smart 

buildings are now available via Internet of 

Things (IoT) devices. These systems improve 

indoor environmental quality management by 

balancing the demands of occupants with 

operational and technological concerns. This 

research seeks to enhance the precision of CO2 

predictions in SHC by exploring the feasibility of 

applying IBM SPSS software tools in the IoT to 

determine the occupancy hours of a monitored 

SHC room. The comparisons were done on a 

daily, weekly, and monthly basis. of the 

processed data throughout the spring and autumn 

seasons. To predict CO2 levels, we performed 

Radial Basis Function (RBF) analysis on tracked 

the humidity and temperature levels inside and 

outside. Daily data evaluation yielded the most 

accurate forecasts.. We used a wavelet approach 

to eliminate additive noise from the projected 

signal, resulting in more accurate CO2 estimates. 

In the experiments that were chosen, the More 

than 95% of the predictions were accurate.A 

smart structure can adapt to different situations 

of individuals, companies, and society as a 

whole. The ability for an AI building to quickly 

adapt to its tenants' behaviors depends on its 

access to that data in real time [1].  

2.2 "Rational Unified Process", URL: [online] 

Available:  

https://www.ibm.com/developerworks/rational/li

brary/content/03July/10 

00/1251/1251_bestpractices_TP026B.pdf. 

Here we take a look at Rational Unified, a 

software engineering approach that makes use of 

a searchable knowledge base that is accessible 

over the web. Software best practices are 

provided for every essential action in the 

software lifecycle, and the process boosts team 

productivity with the aid of tool mentors, 

guidelines, and templates. A development firm 

may benefit from its methodical approach to 

delegating tasks. Delivering high-quality 

software that meets customer needs in a timely 

and cost-effective manner is its primary 

objective. Eleven and thirteen. Rational Unified 

Process is a process product that Rational 

Software developed and continues to support.  

3.PROPOSED SYSTEM 

Researchers are increasingly turning to machine 

learning approaches to automate the procedure 

and improve the accuracy of sickness forecasts. It 

is possible to turn a genius into a machine with 

the use of machine learning methods; this will 

enable it to perform even better in the future by 

drawing on its already-accumulated knowledge. 

Software using machine learning approaches 

applied to datasets of digital fitness reports ought 

to provide useful information and fitness risk 

prediction. 

3.1 IMPLEMENTATION 

1) 1) This study introduces the concept of 

automating abnormal health situations using 

machine learning techniques such as 

Ensemble Algorithm, Decision Tree, Naïve 

Bayes, K-Nearest Neighbours (KNN), and 

Support Vector Machine (SVM). For this 

undertaking, the author recommends the 

following modules: 

2) 2)Machine learning algorithms may be stored 

and executed using this Apple Cloud module. 

The mobile device of the patient will notify 

IBM cloud whenever it detects the patient's 

vital signs. After then, the cloud will assess 

the patient's health using these algorithms. A 

text message will be sent to the doctor to let 

them know if the situation is not stable. In 

order to facilitate the execution of this lesson, 

I am constructing this cloud as a fictitious 

cloud that can run on one or more laptops 

linked to a local area network. This is 

because students find it challenging to 

manage the purchase of IBM cloud space 

using credit card data. If you want to run a 

fake cloud and a client on the same local area 

network, you may utilize two laptops. The 
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fact that this SMS service is expensive is 

another reason why we are not using it. 

3) 3) The second step is to upload the dataset to 

the mock cloud using the dataset module. 

 

4) We will substitute missing or alphabetic 

information with numbers like 0 or 1 in the 

preprocess module, which is the third and 

final module. 

5) In the Machine Learning section, we run 

many algorithms on a dataset to see which 

one can best predict the patient's condition; 

the best one will be utilized. 

6) Module 7.5, Client/Mobile: In this section, 

the author explains how the patient's 

smartphone may track his vitals (heart rate, 

temperature, etc.) and send that information 

to IBM's cloud for analysis. Without sensors, 

this system relies on clients sending test data 

to a fictitious cloud, which then uses machine 

learning algorithms to predict the patient's 

condition and returns the findings to the 

clients. 

7) about the patient's health and then returns that 

prediction to the client app. 

Client App: This app allows users to submit files 

that include patient vitals. and then upload these 

vitals to an online program to get the results. 

 

 

 

 

 

4.RESULTS AND DISCUSSIONS  

 

Fig 1: The dataset in question has 303 entries in total, with 80% of those records being used for 

training and 20% for testing purposes in the application shown above. Then, you can assess the 

model's performance on the test dataset by calculating its prediction accuracy. 
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Fig 2: Precision, FMeasure, and Recall metrics are also shown on the aforementioned panel, along with the SVM 

prediction accuracy on the 20% test dataset, which is 75%. 

 

Fig 3: accuracy graph 
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Fig 4: Clicking the "Upload Files" option in the previous page allows clients to transfer patient vitals 

to a cloud server in the form of a file. 

 

 

Fig 5: Patient vitals are shown on the first line of the client page, while machine learning algorithms 

use the second line to forecast the patient's health based on the vitals. Data is transferred to the 

server, and the server returns the results. Machine learning has predicted that the patient's state is 

abnormal, as seen in the first record above. 

 

 

 

 

4.1 ACCURACY TABLE 

S.NO ALGORITHM ACCURACY 

1 Logistic Regression  88% 

2 Random Forest   89% 

3 MLP  82% 

4 Gradient Boosting  87% 

5 Ensemble 

algorithm  

90% 
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5.CONCLUSION 

In order to improve healthcare delivery while 

reducing costs, we must create innovative 

solutions. Our goal in launching this program 

was to improve the emergency clinic experience 

for patients. Our goal was to make use of some 

of the current processes and enhancements in 

order to provide the whole scientific health 

center and nursing region. Eighty percent to 

ninety-two percent of the millilmiter styles were 

accurate. Eighty percent accuracy is the bare 

minimum. One major takeaway from this project 

is the growing number of places where computer 

learning models are being used for scientific 

patients and overall statistical controls. By 

maintaining a 90% delivery rate, the IBM Cloud 

showcased outstanding, promising things to 

accomplish. By fulfilling this responsibility, An 

individual with training in digital medicine can 

assess patients and assist individuals more 

efficiently.  
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