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Abstract:  -   Multi-sensor image fusion techniques combine two or more geometrically registered images of 

the same scene into a single image that is more easily interpreted than any of the originals.  Resolution of the 

PAN sensor is higher than that of the MS sensor. In addition, a high resolution MS image has a data volume 

significantly greater than that of a bundled high resolution PAN image and low resolution MS image. 

Considering these limitations, it is clear that development of an efficient image fusion technique is the best 

solution for providing high spatial resolution and high spectral resolution remote sensing images. An ideal 

fusion process should preserves the original spectral characteristics and add spatial characteristics to the image 

r .  In this paper, we review the popular and state-of-the-art fusion methods in different levels especially in 

the pixel level. 

 

 

Index Terms – Image , Fusion , Remote sensing , resolution . 

I. INTRODUCTION 

 

The fused image is a combination of two or more geometrically registered images of the same scene into a 

single image that is more easily interpreted than any of the originals. Image pixels are observed in different 

portions of electromagnetic spectrum, therefore the remotely sensed images are vary in spectral, spatial and 

temporal resolution. To collect more photons and maintain image Signal to Noise Ratio (SNR), the 

multispectral (MS) sensors (with high spectral resolution and narrow spectral bandwidth) have a larger 

Instantaneous Field Of View (IFOV) (i.e. larger pixel size and lower spatial resolution) compared to 

panchromatic (PAN) with a wide spectral bandwidth and smaller IFOV (higher spatial resolution) sensors. 

With appropriate algorithms it is possible to combine these data and produce imagery with the best 

characteristics of both, namely high spatial and high spectral resolution. This process is known as a kind of 

multisensor data fusion and also called pansharpening. The fused images may provide increased interpretation 

capabilities and more reliable results. Performing pansharpening with hyperspectral image is more complex 

than performing it with MS image. It is expected, because PAN and MS images are acquired almost in the 

same spectral range while the spectral The fused images can provide more interpretation capabilities and 

reliable results. The fusion techniques are performed at three different processing levels according to the stage 

at which the data fusion takes place: pixel level, feature level and decision level . 

the full exploitation of multisource data, advanced  analytical or numerical image fusion techniques have been 

developed [7].   The fused images may improve the interpretation capabilities and provide more reliable 

results. Multisensor image fusion techniques combine two or more geometrically registered images of the 

same scene into a single image that is more easily interpreted than any of the originals [7]. Considering these 

limitations, it is clear that development of an efficient image fusion technique is the best solution for providing 

high spatial resolution and high spectral resolution remote sensing images. An ideal fusion process should 

preserves the original spectral characteristics and add spatial characteristics to the image.  An ideal fusion 
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process should preserves the original spectral characteristics and add spatial characteristics to the image.  For 

example, LANDSAT satellites provide fine resolution images for land cover-mapping [10,11] while the 

nominal revisit rate of them is only 16 days, and so atmospheric restrictions seriously limit their potential use 

in monitoring of land cover changes at a seasonal or monthly scale [12]. In contrast, NOAA satellites with 

moderate resolution imaging spectroradiometer (MODIS) data is acquired twice a day, and therefore, the 

MODIS instrument is suitable for monitoring dynamic changes of land surfaces . Due to physical and financial 

limitations, no sensor has yet been designed to provide satellite images with both high spatial resolution and 

high temporal resolution. So, development of models for fusion of the data with a high temporal frequency 

but coarse spatial resolution with the data that has fine resolution but low temporal frequency is a feasible and 

less expensive way to obtain this kind of information. Remote sensing images fusion has been applied in land 

resources investigating, topographic mapping, flood monitoring, and information interpreting and so on. 

 

 
II. OBJECTIVE ANALYSIS OF THE PERFORMANCE OF THE DIFFERENT FUSION ALGORITHMS 

Mean value (Mean), standard deviation (STD), information entropy (IE), correlation coefficient (CC), 

spectral distortion degree (SPD) and deviation index (DC) are employed as objective criteria.  The mean 

value, standard deviation and information entropy reflect the spatial information of image. When the greater 

the mean value, standard deviation and the information entropy of fused image, the more the spatial 

information contained in the fusion image, the better the visual effect is.  In addition, the correlation 

coefficient, spectral distortions and deviation index reflect the image spectral information. When the 

correlation coefficient is bigger, the spectral distortion and deviation index are smaller, that means that the 

similarity between the fused image and the original MS image is higher. In other words, the degree of 

spectral distortion is smaller, the matching degree is higher and the fusion effect is better. 

 

III. CLASSIFICATION OF FUSION ALGORITHM - 

Image fusion is performed at three different processing levels: 1) pixel level 2) feature level 3) decision 

level.The urban remote sensing image data fusion is discussed in [20]. The Data Fusion Committee of the 

IEEE geoscience and remote sensing society launched a public contest for pan sharpening algorithms to 

identify the ones that perform best in January 2006, testing eight algorithms following different philosophies 

such as component substitution, multi resolution analysis, detail injection, etc. 

IV. PIXEL LEVEL FUSION METHODS— 

 Multisensor image fusion combines two or more geometrically registered images of the same scene into a 

single image that is more easily interpreted than any of the originals. The fusion algorithms at pixel level are 

generally divided into four classes: component substitution (CS), multiresolution analysis (MRA), hybrid 

methods (a combination of CS and MRA), and model based algorithms. Table 2 represents an overview of 

these classes 

 

Different Types of Fusion Method 

Component substitution (CS) IHS and different versions of it 

Fast HIS 

Generalized HIS 

Brovey transform (BT) 

PCA 

Gram-Schmidt 

Multiresolution analysis (MRA) 

 

 

Decimated wavelet transform 

 Discrete “wavelet packet”  

Undecimated Wavelet Transform 

 À trous  

Ripplet 

Laplacian Pyramid 

Contourlet and Curvelet 

Multicontourlet 

Curvelet and contourlet [67] 

Multiresolution fusion based on superresolution  
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sed on superresolution [73] High-Pass Filter Additive (HPFA) [71] 

Filter-based [72] Least-squares support vector machine (LS-SVM) [76] 

Hybrid àtrous wavelet and PCA  transform [79]  

Non-separable wavelet frame transform (NWFT)  

Wavelet transform and sparse representation [82] 

Ripplet transform and the compressed sensing [66] 

ICA and Curvelet [63] 

ICA and wavelet decomposition [77] 

Curvelet and IHS [78] 

Model based Online coupled dictionary learning (OCDL) [86] 

Spatial correlation modeling [93] 

MRF model [89],[90],[91] Statistical model 

 

n fact, strong  correlations exist among each image patch and its spatially-adjacent neighbors[10]. The fusion 

performance may be greatly improved if a local consistency prior is taken into account during the  fusion 

process   Designing more sophisticated activity levels and fusion rules for SR (Sparse reprentation)-based 

image fusion methods presents an interesting research topic for my research the future. There are some other 

issues related to the SR-based fusion methods [7] that should be considered in our research  work. First, most 

of the SR-based image fusion  algorithms have high computational complexity because of the increased time 

consumed during the sparse coding. This prevents SR-based methods from being used in the applications that 

demand real-time operation. Secondly,  most of the current SR-based fusion methods are performed in a patch-

based way. In order to improve the  

robustness to mis-registration while reducing the spatial artifacts, a sliding window technology is often 

employed. This results in the loss of detail information in the fused image and in the huge increase of 

computational complexity. Alternatively, the newly merged convolutional SR-based (CSR) fusion method [8] 

may be an interesting attempt to address such  lems. Fusion process must satisfy three conditions [32]: 

preservation of all relevant information, elimination of irrelevant information and noise, and minimization of 

artefacts and inconsistencies in the fused image. The noise produced by image sensors can significantly reduce 

the image fusion quality. Before fusing the images, an image registration algorithm is usually needed to be 

applied in order to align the source images [34]. In other words, all images to be processed must be 

coregistered and georeferenced. Low spatial resolution MS images should be resampled into new images with 

the same resolution as PAN images. The registration errors ignored in the fusion process can significantly 

affect the fusion quality. 

V.   CS METHODS - 

The CS based methods are based on the projection of MS image into another space using a transformation 

that separates the spatial structure from the spectral information in different components. Then, the component 

containing the spatial structure is replaced with the PAN image. The greater correlation between the replaced 

component and the PAN image, produces less distortion. Thus, we must perform histogram matching between 

the PAN image and the selected component before its substation. The histogram-matched PAN will have the 

same mean and variance of the replaced component. Finally, by bringing the data back to the original space 

through the inverse transformation, the pansharpening process is completed. Intensity-Hue-Saturation (IHS) 

[39], principal component analysis (PCA) [9], Brovey transform (BT) [40], and Gram-Schmidt (GS) [41] 

belong to this class of pansharpening.  

 

VI. MRA METHODS  

In recent years, multi-scale decomposition (MD) based approaches have been successfully applied to image 

fusion for different applications such as hyperspectral image fusion [54]. Varied MD methods such as pyramid 

transform and discrete wavelet transform have been applied to image fusion. Three steps can be considered 

in the MD-based image fusion approaches. At first, the source images are decomposed into several scale levels 

using a pyramid transform or a wavelet transform. Second, fusion is applied at each level of the source images, 

and third, the transform is inverted to synthesize the fused image. While the use of the transform increases the 

computational complexity, the MD-based image fusion approach provides both spatial and frequency domain 

localization and achieves much better performance. 
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VII.  HYBRID METHODS 

Hybrid methods use the advantages of both the CS and MRA methods with combination of them. An improved 

ICA fusion method, which uses a wavelet decomposition to extract the detail information of PAN, is proposed 

in [77]. An image fusion method based on curvelet and ICA is proposed in [63]. A remote sensing image 

fusion using combining IHS and curvelet transform is proposed and compared with IHS, decimated wavelet 

transform, wavelet à trous algorithm, ridgelet and curvelet transform in [78]. Different wavelet-based 

pansharpening methods are available in [79]. In these wavelet-based fusion methods, the high frequency detail 

coefficients are obtained from the high spatial resolution PAN image and are combined with the spectral 

information obtained from the MS image through a combination model. PCA transformation can acquire 

higher spatial resolution but provides more serious distortion of spectral characteristics. On the other hand, 

the àtrous wavelet transformation is able to preserve the spatial information while the result has a lack of high 

spatial resolution. A technique, based on additive wavelet decomposition and PCA transformation is 

developed for fusing in [80]. A color transfer based fusion algorithm by using the non-separable wavelet 

frame transform .  

 

VIII. MODEL BASED METHODS 

A fast multi-band image fusion is proposed in [84], which forms the likelihoods of the observations. In this 

fast algorithm, maximizing the likelihoods leads to solving a Sylvester equation. A closed form  solution for 

the Sylvester equation is obtained by exploiting the properties of the circulant and downsampling matrices 

associated with the fusion problem. This method can be generalized to incorporate prior information for the 

fusion problem, allowing a Bayesian estimator An online coupled dictionary learning (OCDL) approach for 

image fusion has been introduced in [86]. The OCDL makes the full use of the available lower spatial 

resolution MS image and the high spatial resolution PAN image to decrease the spectral distortion and 

preserves the spatial information of the MS image. A superposition strategy is adopted in the OCDL method 

to produce two intermediate images for the coupled dictionary construction for each band.  

 

IX. FEATURE LEVEL FUSION METHODS. 

Feature level fusion methods deal with data at higher processing levels than pixel level methods. Normally, 

at first, feature extraction procedures are applied. Then, the fusion process using advanced ACCEPTED 

MANUSCRIPT ACCEPTED MANUSCRIPT techniques takes place. For example, the extraction of objects 

using segmentation procedures is required in fusion at feature level. Features correspond to characteristics, 

which are depending on their environment such as shape, extent and neighborhood, are extracted from the 

original images. The similar objects from multiple sources are assigned to each other and then fused for further 

assessment. 

 

X. DECISION LEVEL FUSION METHODS 

Decision fusion (or interpretation level) is the highest processing level. It is the process of merging 

information from several individual data sources after each data source has undergone a preliminary 

classification. In the decision level fusion, the received results from different local classifiers will be combined 

to determine the final decision. In other words, the input images are processed individually for information 

extraction. Then, the decision rules are used to combine extracted information to reinforce common 

interpretation and resolve differences and furnish a better understanding of the observed objects.  

XI. COMPARISON 

The reviewed methods are located in four different classes: CS, MRA, hybrid, and model based 

approaches. CS methods are generally fast and easy to implement. But, they may produce significant 

spectral distortions. In contrast to CS methods, MRA methods cause a higher spatial distortion but a superior 

spectral consistency. To take the advantage of both methods, hybrid methods were introduced. To have an 

intuitive interpretation of the fusion process, the fusion of MS and PAN images can be conveniently 

formulated within a model such as the Bayesian inference framework. The assessment of fused product can 

be done with or without need to a reference image with different approaches which each one has its 

advantages and  disadvantages. The former approach needs to a rescaling of images and the later approach 

is done at native scale ages 

 

XII. CONCLUSION. 

Mathematical methods were used to judge the quality of merged imagery in respect to their improvement 

of spatial resolution while preserving the spectral content of the data. Statistical indices, such as cross 

entropy, mean square error, signal-to-noise ratio, have been used for evaluation purpose[2].The results will 

http://www.ijcrt.org/


www.ijcrt.org                                                           © 2024 IJCRT | Volume 12, Issue 4 April 2024 | ISSN: 2320-2882 

IJCRT24A4527 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org n277 
 

be visually and quantitatively verified to demonstrate the effectiveness of the proposed method. The fusion 

results were evaluated by using the widely-popular Wald's synthesis protocol [2]. According to this 

protocol, the original LRM and the HRP images are preliminarily decimated by the scale ratio p. Then, pan-

sharpening is performed on the degraded data and the sharpened results are compared with the original 

LRM image which plays the role of a ground-truth reference. The pan-sharpened results were assessed by 

root mean square error (RMSE) as a distortion measurement, cross-correlation coefficient (CC) and a 

quaternion-based coefficient (Q4) [2] as quality indices [12] . The quality of the fusion results was also 

calculated by QNR index  which is composed of a spectral distortion (DA) index and a spatial distortion 

(Dr) index, without requiring the high resolution reference LRM image. 
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