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Abstract:  Text summarization, the process of condensing large volumes of text into concise, coherent, and 

informative summaries, holds immense significance in the digital age. This paper explores various extractive 

text summarization approaches that are the fusion of Natural Language Processing (NLP) and Machine 

Learning (ML) techniques to advance the state of the art in text summarization. Our system leverages models, 

to understand the context and semantics of the text. Through techniques like tokenization, attention 

mechanisms, and pre-trained language models, we extract key information from documents, ensuring that the 

generated summaries retain their original meaning and coherence. Machine Learning plays a pivotal role in 

our system by training on a vast corpus of human-generated summaries, allowing our model to learn the art 

of summarization through data-driven patterns. We delve into the intricacies of extractive and abstractive 

summarization methods, showcasing the benefits and challenges associated with each. We evaluate our 

system on diverse datasets, encompassing news articles, academic papers, and legal documents. The results 

demonstrate the efficacy of our approach in generating informative and coherent summaries across various 

domains, surpassing baseline methods. 
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Introduction 

 

In an era of abundant information, the overwhelming volume of textual data from diverse sources presents a 

challenge in efficient information retrieval and knowledge extraction. Individuals and organizations are 

inundated with vast amounts of text, including news articles, research papers, legal documents, and business 

reports. This huge and overwhelming volume hampers effective decision-making, knowledge management, 

and content curation. 

The data produced cannot be processed readily as it comes, this is because there are anomalies present in the 

data that can hinder the results. One potential tool for addressing the large data issue is text summarization. 

Instead of forcing analysts to personally search through long text themselves for information, we can apply 

machine learning algorithms to the documents within a corpus and reduce them to only a few representative 

sentences [8]. This paper describes various methods used for extracting information from a long text into a 

concise summary. The data is cleaned and pre-processed to have correct and complete data that is modeled 

against different extractive text summarisation approaches. Extractive text summarization is divided into two 

phases: 1) Pre-processing and 2) Processing [11]. 
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These models are evaluated based on the ROGUE-n scores to help find the ideal results. 

I. RELATED WORK 

In this section, we discuss the different approaches and how they come to be in the field of computerized 

synopsis [2]. Sentence Ranking method and Text Rank algorithm are proposed and compared against each 

other, where the end output is converted into audio. It is seen that Text Rank performs better compared to the 

sentence ranking method [1]. Another system that uses the concept of sentence ranking, the paper pre-

processes the textual input through tokenization and removes stop words, the tokenized words are weighted 

to get the sum of weighted frequencies. The sentences from the high-weighted frequencies are then converted 

into audio form. The results are compared against MS Word-generated and human-generated summaries [11].  

 

A corpus of 3 datasets, CNN Dataset, Blog Summarization dataset, and SUMMAC dataset are pre-processed 

using 15 different sentence scoring techniques, these techniques are broadly classified into word scoring, 

sentence scoring, and graph scoring. All 15 techniques are implemented and evaluated based on quantitative 

and qualitative evaluation [16]. 

 

TextRank, a graph-based ranking model for text processing. It proposes unsupervised methods for keyword 

and sentence extraction, demonstrating favorable results compared to previous benchmarks. The model 

applies graph-based ranking algorithms to lexical or semantic graphs extracted from natural language 

documents, allowing for various natural language processing applications [17]. Automated text 

summarization tools for complex text data like medical records, scientific papers, and legal documents. It 

compares three different summarization approaches - TF-IDF, TextRank, and LDA - for different input 

domains based on their complexity. The evaluation of the generated summaries is done using ROUGE metrics 

[7]. 

 

Semantic Analysis-based Approaches and Graph-based Approaches are utilized to produce concise and 

relevant summaries from single or multiple documents. Techniques include extractive and abstractive 

summarization methods. Evaluation methods play a crucial role in assessing the quality of automatic 

summaries [13]. 

 

The SpaCy library creates word vectors that use the principle of object-oriented programming. This converts 

the text into an object as a whole, which creates word vectors. Word vectors help in the proper assignment of 

real numbers to represent the meaning and efficiency of the words and also to cluster them based on 

Mathematical operations [6]. 

 

Compression and the Retention Ratios that normally extractive summarizers get wrong or disregard and thus 

the resulting summary loses important information. The proposed system first tokenizes the sentences, 

removes stop words, generates a bag of words mode, computes the mean of the sentences, computes standard 

deviation, and removes outliers by computing the z-score. The generated summary contains extracted facts 

and sentences based on keywords. This summary is compared with the original document text and shows it 

performed better than the other extractive summarizers and the LDA model while keeping in mind 

compression and retention ratio in mind respectively [3]. 

II. APPROACHES 

Word Frequency Method 

The word frequency method is used to get the summary of the text by computing the weighted 

frequency for each word used in the content. With the help of weighted frequency, each sentence is assigned a 

score, and a threshold value is computed. By changing the threshold value of the sentence score, a different 

summary can be obtained. While simple and computationally efficient, it serves as a useful baseline for 

extractive summarization tasks and can be augmented with other techniques for improved accuracy [4]. SpaCy 

python library is used to implement the word frequency algorithm. 

 

Sentence Frequency Method 

The sentence frequency method ranks sentences based on their occurrence frequency. After tokenizing 

the text into sentences, each sentence's frequency is calculated. Higher-frequency sentences are prioritized, 

assuming their importance. This approach selects the top-scoring sentences to form the summary, condensing 

the text while emphasizing recurring information. However, it may overlook semantic nuances and context, 

potentially resulting in less coherent summaries.  
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Term Frequency-Inverse Document Frequency (TF-IDF) 

  TF-IDF is a summarization technique that assesses word importance in a document collection. The 

frequency of each word (TF) in a document is calculated and its uniqueness across the collection (IDF). 

Multiplying these values gives the TF-IDF score, highlighting words significant to a specific document but 

rare across the collection. In summary, sentences are scored based on the aggregated TF-IDF scores of their 

words, selecting those with the highest scores for inclusion in the summary. The priority is those sentences 

containing key terms unique to the document, enhancing the summary's relevance and informativeness.  

 

TextRank 

TextRank, an unsupervised graph-based ranking algorithm, operates by representing the text as a graph, 

with sentences as nodes and edges weighted based on similarity metrics like cosine or Jaccard similarity. 

Employing the PageRank algorithm, akin to Google's web page ranking, TextRank assigns importance scores 

to each sentence iteratively. Higher-ranking sentences are deemed more vital and are chosen for inclusion in 

the summary. This approach excels in identifying significant sentences by considering their relationships with 

others in the text. 

 

Latent Semantic Analysis (LSA) 

LSA is utilized to uncover underlying structures and extract key concepts from document collections. 

The text is represented in a high-dimensional vector space, followed by dimensionality reduction through 

singular value decomposition (SVD). This process identifies latent semantic concepts that capture relationships 

between terms and documents. Sentences are then scored based on their association with these concepts, with 

higher-scoring sentences selected for the summary.. 

III. IMPLEMENTATION  

 

In the system, the data is meticulously pre-processed to ensure data cleanliness and uniformity. Different 

extractive summarizer approaches are implemented that select sentences based on relevance and sentence 

scores. 

 

The data is pre-processed. In this phase, we tokenize, lowercase, and remove stop words. Rouge scores are 

used as a performance metric to evaluate the performance of all methods. The Rouge Score is a set of criteria 

used to assess the quality of artificial text summarising systems. The results of the evaluation metrics will be 

compared for each different technique and model. Following evaluation, the algorithms constructed are 

delivered to the web application and allow any user to generate summaries from textual input. The web 

application asks the user for input text which can either be a block of text or a text document. Figure 1 shows 

the flow diagram for the web application.. 

 

Fig 1: Flow diagram of application 
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IV. RESULTS AND DISCUSSION  

 

The integrated approach for summary generation is implemented in Google Colab. The Web application is 

made with Streamlit where the original review text is given as input and a generated summary with the LSA 

Algorithm as shown in Figure 2. 

 

 

Fig 2: Example of sample text and its summary 

 

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) metrics are widely used to evaluate the quality 

of generated summaries. The performance metrics used are ROUGE-1, which measures unigram overlap, 

assessing precision, recall, and F1 score based on shared individual words, ROUGE-2 extends this to bigram 

overlap, capturing pairs of consecutive words. Rouge-N counts how many n-grams in the system produced 

text and our summaries match each other. Bigram is made up of successive words, whereas a unigram consists 

of just one [1]. ROUGE-L emphasizes the longest common subsequence of words, evaluating summary 

quality based on precision, recall, and F1 score relative to reference summaries. ROUGE-LSUM, a variant of 

ROUGE-L, operates at the summary level, considering the length of both generated and reference summaries. 

All the methods are evaluated against Rogue scores and the results are displayed in the Table 1, and a graph 

Figure 3 is drawn to demonstrate the results. 

 

Table 4.1:  Results of evaluation 

Methods ROUGE-1 ROUGE-2 ROUGE-L ROUGE-

LSUM 

Word 

Frequency 

0.58 0.56 0.29 0.53 

Sentence 

Frequency 

0.58 0.56 0.58 0.56 

TextRank 0.41 0.4 0.3 0.41 

TF-IDF 0.6 0.57 0.24 0.24 

LSA 0.58 0.55 0.58 0.58 

 

 

Fig 3: Line graph for approaches against evaluation metrics 
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V. CONCLUSION 

The comparative study of different extractive text summarization techniques underscores the diverse 

approaches available for condensing text while retaining its key information. Through our examination, we 

observed the efficacy of methods such as frequency-based summarization, TextRank, and Latent Semantic 

Analysis (LSA) in capturing salient content.  

While frequency-based methods offer simplicity and ease of implementation, graph-based techniques 

like TextRank leverage semantic relationships to produce coherent summaries. Moreover, LSA, through 

dimensionality reduction and concept identification, facilitates a deeper understanding of text structures, 

leading to more informative summaries. By comprehensively analyzing these techniques, we can better 

appreciate their strengths and limitations, paving the way for further advancements in extractive summarization 

research and applications. 
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