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Abstract 

A cyclic code is a block code, where the circular shifts of each codeword give another word that belongs to 

the code. They are error-correcting codes that have algebraic properties that are convenient for efficient 

error detection and correction. This means that the construction of cyclic code is important. In this paper, 

we propose a new construction of a class of cyclic codes with good parameters by using a concatenation of 

linear codes over a finite field. After construction, the generator polynomial for the constructed cyclic code 

is given and proves some related results. 
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1  Introduction 

 

CYCLIC codes are an interesting class of linear codes. The error-correcting capability of cyclic 

codes may not be as good as linear codes in general. However, cyclic codes have wide applications 

in storage and communication systems because they have efficient encoding and decoding 

algorithms (Prange et al. 1985). Famous families of cyclic codes include BCH codes, the Golay 

codes, the binary hamming codes, and quadratic residue codes, just to name a few. While cyclic 

codes have been studied for a long time, it remains an interesting question to construct cyclic codes 

with good parameters and good properties as they have found many new applications, for example, 

in the construction of locally recoverable codes (Chen, Bin, et al. 2017) and of convolutional codes 

(Smarandache et al. 2001). 

Let 𝐹𝑞  be a finite field of order 𝑞. Let 𝑛, 𝑟 be two distinct odd primes such that 𝑔𝑐𝑑(𝑛𝑟, 𝑞)  = 1 and 

𝑞 is a quadratic residue for both 𝑛 and 𝑟. In an interesting paper (Ding, Cunsheng 2011), Ding 

provided three constructions of cyclic codes of length 𝑛𝑟 and dimension 
𝑛𝑟+1

2
 over 𝐹𝑞 by using 

quadratic residue codes of length 𝑛 and 𝑟 respectively. In papers (Maosheng et al. 2018,2021), 

Maosheng et al. provided general theory about cyclic codes of composite length 𝑛𝑟 and partially 
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explained why the cyclic codes from Ding’s construction all have relatively large minimum 

distance. They also provided a general construction of cyclic code of length 𝑛𝑟 and dimension 
(𝑛+1)𝑟

2
 based on quadratic residue codes of length 𝑛. 

In this paper, firstly we introduce repetition code of linear code 𝐶 with index 𝑙 by using 

concatenation of linear code. Using repetition code of cyclic code 𝐶 with index 𝑙, the construction 

of class of cyclic code having composite length 𝑛𝑙 whose minimum distance is greater than 

minimum distance of old cyclic code 𝐶 is given. In section 3, a generator polynomial has given for 

constructed cyclic code by using generator polynomial of old cyclic code. At last in section 5, some 

results are proposed which are related to constructed cyclic code that will help to detect errors. 

 

 

2  Preliminaries 

 
In this short section, collection of several basic facts about cyclic code are revised which will be 

used throughout the paper. Interested readers may refer to (Ling and Xing 2004) for more details. 

Throughout the text , 𝐹𝑞 denotes the finite field with 𝑞 elements, where 𝑞 is a prime power. 𝐹𝑞
𝑛 

denotes the 𝑛-dimensional vector space over 𝐹𝑞. Subspace of 𝐹𝑞
𝑛 is called linear code of length 

𝑛 over 𝐹𝑞. 𝑘 =  𝑙𝑜𝑔𝑞(|𝐶|) is called dimension of linear code 𝐶 over 𝐹𝑞. 

Definition 2.1:Let C be linear code with length n and x, y ∈ C ( i.e. x = ( x1,x2,….xn) and y = 

(y1,y2……yn) ). then d (x,y) is called hamming distance from x to y if 

d(x,y) = d(𝑥1,𝑦1) +d(𝑥2,𝑦2) + ………..+ d(𝑥𝑛,𝑦𝑛). 

where ,  d(xi,yi) = 1  if  xi ≠ yi 

            d(xi,yi) = 0  if   xi = yi 

Definition 2.2: Let C be code with cardinality greater than 2 then minimum distance of C is equal 

to min {d (x, y): x, y ∈  C , x ≠ y}. 

It is denoted by d(C) or as simply d.  

 i.e.   d(C ) = min {d (x, y): x, y ∈  C , x ≠ y}. 

Definition 2.3: If Linear code 𝐶 having length n, dimension k, minimum distance d then linear code 

𝐶 is called [n, k, d]-linear code. 

Definition 2.4: If  C is any linear code of length n over Fq then  

𝐶⊥={ (𝑣1 ,𝑣2,….𝑣𝑛) ∈ 𝐹𝑞
𝑛 : <(𝑣1,𝑣2,…𝑣𝑛), (𝑥1,𝑥2,…𝑥𝑛 ) > = 0,for all (𝑥1,𝑥2,…..𝑥𝑛)∈ 𝐶 } is called 

dual code of 𝐶. 

Definition 2.5:  A subset S of Fq
n  is cyclic  if (an−1,a0 , a1,…..,, an−2) ∈ S whenever ( a0 , 

a1,…..,an−1 ) ∈ S. A linear code C is called a cyclic code if  C is a cyclic set. 

  

     The word  (un−r,…..,un−1,u0,…..,un−r−1) is said to be obtained from the word  

( 𝑢0,……,𝑢𝑛−1) ∈ 𝐹𝑞
𝑛 by cyclically shifting r positions. 

It is easy to verify that the dual code of a cyclic code is also a cyclic code. 

 

In order to convert the combinatorial structure of cyclic codes into an algebraic one , consider the 

following correspondence : 

 π :  Fq
n  →   

𝐹𝑞 [𝑥]

< 𝑥𝑛−1>
 ,  ( a0 , a1,…..,an−1 ) |→ a0 + a1x + …..+ an−1xn−1. 

Then π is an Fq linear transformation of vector spaces over Fq. From now on , sometimes it is 

identied  Fq
n with   

𝐹𝑞 [𝑥]

< 𝑥𝑛−1>
, and a vector u =  ( u0,……,un−1)  with the polynomial u(x) = 

∑ ui
n−1
i=0  xi , it is known that   

𝐹𝑞 [𝑥]

< 𝑥𝑛−1>
 is a ring ( but not a field unless 𝑛 =  1 ). Thus, it has a 

multiplicative operation besides the addition in Fq
n. 
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Following theorem show relation between cyclic code of  𝐹𝑞
𝑛 and ideal of     

𝐹𝑞 [𝑥]

< 𝑥𝑛−1>
. 

Theorem 2.6: a nonempty subset C of 𝐹𝑞
𝑛 is a cyclic  code iff 𝜋(𝐶) is an ideal of    

𝐹𝑞 [𝑥]

< 𝑥𝑛−1>
. 

Example 2.7: The code C = {( 0,0,0), (1,1,1), (2,2,2)} is a ternary cyclic code . The corresponding 

ideal in    
𝐹𝑞 [𝑥]

< 𝑥𝑛−1>
 is  𝜋(𝐶)  = { 0,1 + x + 𝑥2, 2 + 2x + 2𝑥2}. 

Theorem 2.8: Let I be a nonzero ideal in    
𝐹𝑞 [𝑥]

< 𝑥𝑛−1>
 and let 𝑔(𝑥) be a nonzero monic polynomial of 

the least degree in I. Then 𝑔(𝑥) is a generator of I and divides 𝑥𝑛 –  1. 

Definition 2.9: The unique monic polynomial of the least degree of a nonzero ideal  I of    
𝐹𝑞 [𝑥]

< 𝑥𝑛−1>
 is 

called the generator polynomial of  I.  For a cyclic code 𝐶, the generator polynomial of л(𝐶) is also 

called the generator polynomial of 𝐶. 

Theorem 2.10: There is a one-to-one correspondence between the cyclic codes 𝐶 in 𝐹𝑞
𝑛 and the 

monic divisors of 𝑥𝑛 –  1 ∈  𝐹𝑞[𝑥]. 

 

3 Construction Of Cyclic Code 
 

Here, we introduce repetition code of linear code 𝐶 with index 𝑙 by concatenating linear code  . In 

addition the construction of class of cyclic code having composite length 𝑛𝑙 and dimension 𝑘 

(dimension of old cyclic code 𝐶) is given by usage of repetition code of linear code 𝐶 with index 𝑙. 

 

Let 𝐶 be any linear code with parameters [𝑛, 𝑘, 𝑑 ] over  𝐹𝑞. Then  

set  { (u, u, . . . , u) ∶  u ∈ C } ⊆ 𝐹𝑞
𝑛𝑙  is called repetition code of 𝐶 with index 𝑙 

and it is denoted by 𝑅𝐶[𝐶, 𝑙]. 

 

Theorem 3.1: Let 𝐶  be any [𝑛, 𝑘, 𝑑] – linear code over 𝐹𝑞. Then  𝑅𝐶 [𝐶, 𝑙]  is 

 [ 𝑙𝑛 , 𝑘 , 𝑙𝑑 ] − linear code over 𝐹𝑞. 

Proof :- Let 𝐶 be any [𝑛, 𝑘, 𝑑] − linear code over 𝐹𝑞  

And 𝑅𝐶[𝐶, 𝑙] =  { (u, u, . . . , u) ∶  u ∈ C } ⊆ 𝐹𝑞
𝑛𝑙 

To show 𝑅𝐶[𝐶, 𝑙] is linear code :- 

Consider 𝑥, 𝑦 ∈  𝑅𝐶[𝐶, 𝑙] and  𝛼, 𝛽 ∈  𝐹𝑞 

   ∴  ∃ u, v ∈  C such that 𝑥 =  (𝑢, 𝑢, … , 𝑢) and 𝑦 =  (𝑣, 𝑣, … . . , 𝑣) 

∴  𝛼𝑥 +  𝛽𝑦 = 𝛼 (𝑢, 𝑢, … , 𝑢)  +  𝛽 (𝑣, 𝑣, … . , 𝑣) 

              ∴ =  (𝛼𝑢, 𝛼𝑢, … . . , 𝛼𝑢)  +  ( 𝛽𝑣, 𝛽𝑣, … 𝛽𝑣) 

               ∴ =  ( 𝛼𝑢 + 𝛽𝑣, 𝛼𝑢 +  𝛽𝑣 , … , 𝛼𝑢 + 𝛽𝑣 ) 

∴  𝛼𝑥 +  𝛽𝑦 ∈  𝑅𝐶[𝐶, 𝑙]  ……. (∵  𝛼𝑢 +  𝛽𝑣 ∈  𝐶 ). 

∴  𝑅𝐶 [𝐶, 𝑙] is linear code. 

To find parameters:- 

Clearly, length of 𝑅𝐶[𝐶, 𝑙] = 𝑙𝑛 

Dimension of 𝑅𝐶[𝐶, 𝑙] =  𝑙𝑜𝑔𝑞 (|𝑅𝐶[𝐶, 𝑙]|) =  𝑙𝑜𝑔𝑞(|𝐶|)  =  𝑘 

Minimum distance of 𝑅𝐶[𝐶, 𝑙] = 𝑑 ( 𝑅𝐶 [𝐶, 𝑙]) 

                        ∴      = min { 𝑑 (𝑥, 𝑦) ∶  𝑥, 𝑦 ∈  𝑅𝐶[𝐶, 𝑙] , 𝑥 ≠  𝑦 } 

                         ∴      = min { 𝑑 ( (𝑢, 𝑢, … . 𝑢), (𝑣, 𝑣, … 𝑣) ) ∶  𝑢, 𝑣 ∈  𝐶 , 𝑢 ≠ 𝑣 } 

                         ∴      = min { 𝑙 ×  𝑑 (𝑢, 𝑣) ∶  𝑢, 𝑣 ∈  𝐶 , 𝑢 ≠ 𝑣} 

                         ∴     = 𝑙 × min {𝑑 (𝑢, 𝑣) ∶  𝑢, 𝑣 ∈  𝐶 , 𝑢 ≠  𝑣} 

∴       𝑑( 𝑅𝐶 [𝐶, 𝑙] )  =  𝑙𝑑 

∴  𝑅𝐶[𝐶, 𝑙] is [ 𝑙𝑛 , 𝑘 , 𝑙𝑑 ] − linear code over 𝐹𝑞.                                                                                                         
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Corollary 3.2: If 𝐶 =  𝐹𝑞
𝑛 then 𝑅𝐶[𝐶, 𝑙] is [ 𝑙𝑛, 𝑛, 𝑙] – linear code over 𝐹𝑞 . 

Proof : Let 𝐶 =  𝐹𝑞
𝑛 

      ∴ dim(𝐶) = dim (𝐹𝑞
𝑛 ) = 𝑛  and  𝑑 (𝐶)  =  𝑑 ( 𝐹𝑞

𝑛)  =  1. 

By using Theorem 3.1, 

    𝑅𝐶[𝐶, 𝑙] is [𝑙𝑛, 𝑛, 𝑙 ]– linear code over 𝐹𝑞.                                                        

 

Following result gives the construction of class of cyclic code. 

 

Theorem 3.3: If 𝐶 is [𝑛, 𝑘, 𝑑] – cyclic code over 𝐹𝑞  then  𝑅𝐶[𝐶, 𝑙] is [𝑛𝑙, 𝑘, 𝑙𝑑] – cyclic code over 

𝐹𝑞 . 

Proof : Let 𝐶 be any [𝑛, 𝑘, 𝑑] − cyclic code over 𝐹𝑞 . 

        ∴ 𝑅𝐶[𝐶, 𝑙] is  [𝑙𝑛, 𝑘, 𝑙𝑑 ] − linear code over 𝐹𝑞 .  

To show 𝑅𝐶[𝐶, 𝑙] is cyclic code :-  

Consider (𝑐1, 𝑐2, … , 𝑐𝑛, 𝑐𝑛+1, … , 𝑐2𝑛, … . . , 𝑐(𝑙−1)𝑛+1, … . 𝑐𝑙𝑛) ∈   𝑅𝐶[𝐶, 𝑙] 

 ∴ ∃𝑢 ∈  𝐶 such that 

∴ 𝑢 =  ( 𝑐1, 𝑐2, … . , 𝑐𝑛 ) =  (𝑐𝑛+1, … … , 𝑐2𝑛) = ⋯ = ( 𝑐(𝑙−1)𝑛+1, … … , 𝑐𝑙𝑛 ) 

∴ 𝑐1  =  𝑐𝑛+1  = ⋯ = 𝑐(𝑙−1)𝑛+1, 𝑐2 =  𝑐𝑛+2 = ⋯ = 𝑐(𝑙−1)𝑛+2 , . . . , 𝑐𝑛 =  𝑐2𝑛 = ⋯ = 𝑐𝑙𝑛 

Now, given that 𝐶 is cyclic code  

∴ ( 𝑐𝑛 , 𝑐1 , … . . , 𝑐𝑛−1)  ∈  𝐶 

∴ (𝑐𝑛, 𝑐1, . . . , 𝑐𝑛−1, 𝑐𝑛 , 𝑐1, … . . , 𝑐𝑛−1, … . , 𝑐𝑛 , 𝑐1 , … . , 𝑐𝑛−1)  ∈  𝑅𝐶[𝐶, 𝑙] 

∴ (𝑐𝑙𝑛, 𝑐1, . . . , 𝑐𝑛−1, 𝑐𝑛 , 𝑐𝑛+1, … . , 𝑐2𝑛−1, … . , 𝑐(𝑙−1)𝑛 , 𝑐(𝑙−1)𝑛+1 , … , 𝑐𝑙𝑛−1)  ∈  𝑅𝐶[𝐶, 𝑙] 

                  ∴ 𝑅𝐶[𝐶, 𝑙] is [𝑛𝑙, 𝑘, 𝑙𝑑 ] – cyclic code over 𝐹𝑞. 

 

 

4 Generator Polynomial for Constructed Cyclic Code And Its Dual 

 
In theorem 3.3, we have seen 𝑅𝐶[𝐶, 𝑙] is cyclic code if  linear code 𝐶 is cyclic code. Every cyclic 

code has generator polynomial so the generator polynomial for constructed  𝑅𝐶[𝐶, 𝑙] cyclic code 

can be found. In following theorem 4.1, generator polynomial for 𝑅𝐶[𝐶, 𝑙] cyclic code is provided 

by the use of generator polynomial of  cyclic code 𝐶.  

 

Theorem 4.1 : If 𝑔(𝑥) is generator polynomial of cyclic code 𝐶  then  

(1 +  𝑥𝑛  +  𝑥2𝑛  + ⋯ . . + 𝑥𝑙𝑛 ) 𝑔(𝑥) is generator polynomial of 𝑅𝐶[𝐶, 𝑙]. 

Proof : Let 𝐶 be any [𝑛, 𝑘, 𝑑] −cyclic code over  𝐹𝑞 and 𝑔(𝑥) be generator polynomial of 𝐶. ∴

𝑅𝐶[𝐶, 𝑙] is [𝑛, 𝑘, 𝑑] − cyclic  code over 𝐹𝑞. 

To find generator polynomial of [𝐶, 𝑙] : 

Consider  𝜋 : 𝐹𝑞
𝑛 →   

𝐹𝑞 [𝑥]

< 𝑥𝑛−1>
 and   𝜋′ :  𝐹𝑞

𝑙𝑛 →   
𝐹𝑞 [𝑥]

< 𝑥𝑙𝑛−1>
     defined  

as    𝜋 (( 𝑐1 , 𝑐2 ,….,𝑐𝑛)) = 𝑐1 + 𝑐2x +….+𝑐𝑛𝑥𝑛−1  

and  𝜋′(( 𝑐1 , 𝑐2 , … . , 𝑐𝑛 ,𝑐𝑛+1,…,𝑐2𝑛,….,𝑐(𝑙−1)𝑛+1,…,𝑐𝑙𝑛 )=  𝑐1 + 𝑐2x +….+𝑐𝑛𝑥𝑛−1 + 𝑐𝑛+1𝑥𝑛 

+……+𝑐2𝑛𝑥2𝑛−1+…..+ 𝑐(𝑙−1)𝑛+1𝑥(𝑙−1)𝑛+….+𝑐𝑙𝑛𝑥𝑙𝑛−1  respectively. 

 

 

Consider  ( 𝑐1 , 𝑐2 , … . , 𝑐𝑛 ,𝑐𝑛+1,…,𝑐2𝑛,….,𝑐(𝑙−1)𝑛+1,…,𝑐𝑙𝑛) ∈ 𝑅𝐶[𝐶, 𝑙]. 
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∴ ∃ u ∈ 𝐶  such that u = ( 𝑐1 , 𝑐2 ,….,𝑐𝑛) = (𝑐𝑛+1,…,𝑐2𝑛) =…..= (𝑐(𝑙−1)𝑛+1,…,𝑐𝑙𝑛)∴ 𝑐1 = 𝑐𝑛+1 

=……= 𝑐(𝑙−1)𝑛+1, 𝑐2 = 𝑐𝑛+2=….= 𝑐(𝑙−1)𝑛+2 ,……., 𝑐𝑛 = 𝑐2𝑛 =…….= 𝑐𝑙𝑛 

∴ 𝜋′(( 𝑐1 , 𝑐2 , … . , 𝑐𝑛 ,𝑐𝑛+1,…,𝑐2𝑛,….,𝑐(𝑙−1)𝑛+1,…,𝑐𝑙𝑛 ))  =    𝑐1 + 𝑐2𝑥 +….+𝑐𝑛𝑥𝑛−1 + 𝑐𝑛+1𝑥𝑛 

+……+𝑐2𝑛𝑥2𝑛−1+…..+ 𝑐(𝑙−1)𝑛+1𝑥(𝑙−1)𝑛+….+𝑐𝑙𝑛𝑥𝑙𝑛−1 

∴=    𝑐1 + 𝑐2𝑥 +….+𝑐𝑛𝑥𝑛−1 + 𝑐1𝑥𝑛 +……+𝑐𝑛𝑥2𝑛−1+…..+ 𝑐1𝑥(𝑙−1)𝑛+….+𝑐𝑛𝑥𝑙𝑛−1 

∴=  ( 𝑐1 + 𝑐2𝑥 +….+𝑐𝑛𝑥𝑛−1 ) + (𝑐1 + 𝑐2x +….+𝑐𝑛𝑥𝑛−1) 𝑥𝑛 +……. + (𝑐1 + 𝑐2x +….+𝑐𝑛𝑥𝑛−1) 𝑥𝑙𝑛 

By using theorems (2.6) and (2.10), 

𝜋′(( 𝑐1 , 𝑐2 , … . , 𝑐𝑛 ,𝑐𝑛+1,…,𝑐2𝑛,….,𝑐(𝑙−1)𝑛+1,…,𝑐𝑙𝑛 )) =  𝑓(𝑥)𝑔 (𝑥)  +   𝑓(𝑥)𝑔(𝑥)𝑥𝑛  +

⋯ . + 𝑓(𝑥)𝑔(𝑥)𝑥𝑙𝑛 

∴ =   (1 +  𝑥𝑛  +  … . . + 𝑥𝑙𝑛)𝑔(𝑥) 

Clearly, (1 + 𝑥𝑛 + …..+ 𝑥𝑙𝑛) g(x)  is monic least degree polynomial such that  

𝜋′ ( 𝑅𝐶[𝐶, 𝑙] ) = <(1 + 𝑥𝑛 + …..+ 𝑥𝑙𝑛) 𝑔(𝑥) > 

∴ (1 +  𝑥𝑛  +  … . . + 𝑥𝑙𝑛) 𝑔(𝑥) is generator polynomial of cyclic code  𝑅𝐶[𝐶, 𝑙].   

 

 

5 Some Related Results 

 
In this section, we give some related results for improvement of our knowledge about repetition 

code of linear code 𝐶 with index 𝑙. 

 

Theorem 5.1: If 𝑥 ∈  𝑅𝐶[𝐶, 𝑙]  then 𝑙 | 𝑤𝑡 (𝑥) 

Proof : Let 𝐶 be any [𝑛, 𝑘, 𝑑] – linear code over 𝐹𝑞 and 𝑅𝐶[𝐶, 𝑙]={(𝑢, 𝑢, … , 𝑢): 𝑢 ∈  𝐶 } ⊆ 𝐹𝑞
𝑙𝑛. 

∴ 𝑅𝐶[𝐶, 𝑙] is [𝑛𝑙, 𝑘, 𝑙𝑑] – linear code over 𝐹𝑞. 

Now, consider 𝑥 ∈  𝑅𝐶[𝐶, 𝑙] 

 ∴ 𝑢 ∈  𝐶 such that  𝑥 =  (𝑢, 𝑢, . … , 𝑢) 

∴ 𝑤𝑡(𝑥)  =  𝑤𝑡 ( (𝑢, 𝑢, … 𝑢)) 

          ∴ 𝑤𝑡(𝑥) =   𝑑 ((𝑢, 𝑢, . . . , 𝑢),0) 

∴ 𝑤𝑡(𝑥)  =  𝑙 ×  𝑑 (𝑢, 0) 

          ∴  𝑙 | 𝑤𝑡 (𝑥) 

 

Above theorem shows 𝑅𝐶[𝐶, 𝑙] has more capacity to detect error than usual linear code. 

 

A reversible code(Massey, James L 1964) is a code such that reversing the order of the components 

of a codeword gives always  a codeword. Following result shows repetition code of 𝐶 with index 𝑙  

is reversible code if 𝐶 is reversible code. 

 

Theorem 5.2: If 𝐶 is [𝑛, 𝑘, 𝑑] reversible code then  𝑅𝐶[𝐶, 𝑙] is [𝑛𝑙, 𝑘, 𝑙𝑑] – reversible code.  

Proof : Let 𝐶 be any [𝑛, 𝑘, 𝑑] −reversible code over 𝐹𝑞  and 

  𝑅𝐶[𝐶, 𝑙]={(𝑢, 𝑢, … , 𝑢): 𝑢 ∈  𝐶 } ⊆ 𝐹𝑞
𝑙𝑛. 

∴ 𝑅𝐶[𝐶. 𝑙] is [𝑛𝑙, 𝑘, 𝑙𝑑]-linear code over 𝐹𝑞. 

To show 𝑅𝐶[𝐶, 𝑙] is reversible code:  

Consider (𝑐1, 𝑐2, … , 𝑐𝑛, 𝑐𝑛+1, … , 𝑐2𝑛, … . . , 𝑐(𝑙−1)𝑛+1, … . 𝑐𝑙𝑛) ∈   𝑅𝐶[𝐶, 𝑙] 

 ∴ ∃𝑢 ∈  𝐶 such that 

∴ 𝑢 =  ( 𝑐1, 𝑐2, … . , 𝑐𝑛 ) =  (𝑐𝑛+1, … … , 𝑐2𝑛) = ⋯ = ( 𝑐(𝑙−1)𝑛+1, … … , 𝑐𝑙𝑛 ) 

∴ 𝑐1  =  𝑐𝑛+1  = ⋯ = 𝑐(𝑙−1)𝑛+1, 𝑐2 =  𝑐𝑛+2 = ⋯ = 𝑐(𝑙−1)𝑛+2 , . . . , 𝑐𝑛 =  𝑐2𝑛 = ⋯ = 𝑐𝑙𝑛 

Now, given that 𝐶 is reversible code  

∴ ( 𝑐𝑛 , 𝑐𝑛−1 , … . . , 𝑐1)  ∈  𝐶 
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∴ (𝑐𝑛, 𝑐𝑛−1, . . . , 𝑐1, 𝑐𝑛 , 𝑐𝑛−1, … . . , 𝑐1, … . , 𝑐𝑛 , 𝑐𝑛−1 , … . , 𝑐1)  ∈  𝑅𝐶[𝐶, 𝑙] 

∴ (𝑐𝑙𝑛, 𝑐𝑙𝑛−1, . . . , 𝑐(𝑙−1)𝑛+1, … … , 𝑐2𝑛, … . , 𝑐𝑛+1 , 𝑐𝑛 , 𝑐𝑛−1 , … , 𝑐1)  ∈  𝑅𝐶[𝐶, 𝑙] 

                  ∴ 𝑅𝐶[𝐶, 𝑙] is [𝑛𝑙, 𝑘, 𝑙𝑑 ] – reversible code over 𝐹𝑞. 

 

6 Conclusion 
 

In this paper, we introduced repetition code of linear code 𝐶 with index 𝑙 by using concatenation of 

linear code and constructed the class of cyclic code of composite length with improved parameters 

by usage of [𝐶, 𝑙] . In section 4, a generator polynomial for constructed class of cyclic code was 

provided. At last, some related results are proved. 

Open Question:  In paper (Massey et al. 1994), Massey et al. gave result about relation between 

cyclic code, reversible code and linear code with complementary dual (an LCD code), so we can 

ask question “If  𝐶 is LCD code then is 𝑅𝐶[𝐶, 𝑙] LCD code?” 
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