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Abstract: The integration of AI, specifically deep learning, in healthcare has revolutionized disease diagnosis and treatment. This 

study evaluates various deep learning models (MobileNetV1, ResNet50, AlexNet, DenseNet201, and Inception v2) for accurately 

distinguishing between colon adenocarcinoma and benign tissue, crucial for managing colon cancer. Using a dataset of 3000 

histopathological images, the models were trained and tested. MobileNetV1 and AlexNet exhibited superior performance with test 

accuracy scores of 96.333% and 95.667% respectively, while ResNet50 and DenseNet201 achieved lower scores (85.800% and 

87.400%). Inception v2 scored 92.867% accuracy. The research highlights the potential of deep learning models, particularly 

MobileNetV1 and AlexNet, in advancing colon cancer classification and improving treatment strategies. Future areas of 

exploration include alternative models, metrics, and optimization strategies. This study contributes to the growing body of 

research on AI in healthcare, particularly in oncology. 

Index Terms - Artificial intelligence, Deep Learning, Healthcare, Colon Adenocarcinoma, Benign tissue, Histopathological 

images, Oncology. 

1. INTRODUCTION 

In the rapidly evolving landscape of healthcare, artificial intelligence (AI) has emerged as a transformative force, reshaping 

diagnostic and therapeutic strategies. Among the various facets of AI, deep learning has demonstrated remarkable potential in 

deciphering intricate medical data, particularly in the realm of oncology. Colon cancer, a predominant global health concern, 

presents a compelling case for the application of deep learning. The precise categorization of colon cancer types is a critical 

determinant of appropriate treatment protocols and prognostic outcomes. Traditional classification methodologies, which 

typically involve manual scrutiny of histopathological images, are labor-intensive and prone to variability. In contrast, deep 

learning models, with their capacity to learn from extensive datasets and discern complex patterns, offer a promising 

alternative.This research undertakes a meticulous evaluation of several deep learning architectures, namely MobileNetV1, 

ResNet50, AlexNet, DenseNet201, and Inception v2, in their ability to distinguish between colon adenocarcinoma and benign 

tissue. The models were trained, validated, and tested using a robust dataset comprising 3000 histopathological images, equally 

divided into the two aforementioned categories. Each model's performance was gauged using a variety of metrics, including 

accuracy, precision, recall, F1 score, and Cohen's Kappa score. The primary objective of this investigation is not merely to 

identify the most proficient deep learning model for colon cancer classification, but also to contribute to the broader discourse on 

the integration of AI in healthcare. By comparing the performance of different models, we aim to shed light on their respective 

merits and limitations, and explore avenues for their optimization. Through this research, we aspire to highlight the transformative 

potential of deep learning in reshaping the landscape of colon cancer classification, thereby paving the way for improved 

treatment methodologies and patient outcomes. This investigation represents a stride towards a future where AI is seamlessly 

integrated into healthcare, enhancing the quality of life for patients worldwide. 

 

2 LITERARY SURVEY 

 

Lim et al. (2017) [1] performed a comparative study of oncological outcomes of right-sided colon cancer versus left-sided colon 

cancer after curative resection. Their results revealed differential survival outcomes, stressing the importance of tumor location in 

colon cancer treatment and prognosis. 

The role of microbes and microbiota in colon cancer is extensively reviewed by Sears & Garrett (2014) [2]. Their study reveals 

the complex interactions between gut microbiota, immune response, and tumor development. It underscores the growing interest 

in microbiota as potential therapeutic targets. 
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Zhao et al. (2020) [3] explored the significance of primary tumor laterality in synchronous metastatic colon cancer. Their National 

Cancer Database analysis revealed differences in outcomes between right-sided and left-sided colon cancer, further emphasizing 

the role of tumor location in disease progression and management. 

De Sousa e Melo et al. (2017) [4] established the role of Lgr5+ stem cells in primary and metastatic colon cancer. Their findings 

highlight a previously unappreciated heterogeneity in colon cancer stem cells, with implications for future therapeutic strategies 

targeting these cells. 

 

Shimokawa et al. (2017) [5] provided a novel approach to visualize and target LGR5+ human colon cancer stem cells. This study 

emphasized the importance of these cells as potential targets in cancer therapy, further strengthening the significance of stem cells 

in colon cancer research. 

 

In a compelling study by Zhou et al. (2018) [6], the role of Caspase‐3 in regulating migration, invasion, and metastasis of colon 

cancer cells was elucidated. The results provided a molecular insight into the mechanisms of colon cancer progression. 

Wang et al. (2019) [7] explored the radio-sensitivity of colon cancer cells in relation to the inhibition of hsa_circ_0001313 

(circCCDC66). Their findings shed light on the potential use of circRNAs as therapeutic targets in enhancing the response to 

radiation therapy. 

Urosevic et al. (2014) [8] demonstrated how colon cancer cells colonize the lung from established liver metastases through p38 

MAPK signaling and PTHLH. This study unveiled a new aspect of the complex metastatic cascade in colon cancer. 

 

The role of colon cancer stem cells and their tumor microenvironment in colon cancer therapy was the focus of the review by 

Jahanafrooz et al. (2020) [9]. It discussed different strategies to target these cells and their microenvironment, contributing 

significantly to the current understanding of colon cancer stem cell biology. 

Tauriello et al. (2018) [10] showed how TGFβ drives immune evasion in genetically reconstituted colon cancer metastasis. This 

study identified a critical mechanism of immune evasion, offering potential targets for immunotherapeutic interventions. 

 

Aiello et al. (2019) [11] assessed the impact of the preoperative immunonutritional support in malnourished surgical cancer 

patients. The study emphasized the importance of nutrition in the overall prognosis and recovery of surgical cancer patients, 

providing strong evidence for individualized nutritional interventions. 

Kuipers et al. (2015) [12] provided a comprehensive review of colorectal cancer. They summarized the current understanding of 

the disease, including epidemiology, molecular mechanisms, and current treatment options. 

 

Tan et al. (2019) [13] explored the potential of dendritic cell-based vaccines in colorectal cancer. Their study supported the 

viability of such vaccines as potential therapeutic options, highlighting the promise of immunotherapy in colon cancer. 

Fan et al. (2022) [14] studied the role of the immune microenvironment in colorectal cancer liver metastasis. Their results 

provided valuable insights into how the immune system interacts with cancer cells during metastasis, suggesting new targets for 

therapeutic intervention. 

A review by Derer et al. (2016) [15] discussed the role of immune checkpoint blockade in colorectal cancer. It discussed various 

preclinical and clinical strategies to employ checkpoint inhibitors, suggesting an increasingly important role for these agents in 

colorectal cancer treatment. 

Abdalla et al. (2023) [16] highlighted the significance of Microsatellite Instability (MSI) in colorectal cancer prognosis and 

response to immunotherapy. The review showed the value of MSI status as a predictive biomarker, reinforcing the importance of 

precision medicine in cancer treatment. 

 

A systematic review and meta-analysis by Petrelli et al. (2017) [17] investigated the effect of primary tumor location on survival 

and progression in metastatic colorectal cancer. Their analysis underscored the relevance of tumor location in predicting survival 

outcomes and guiding treatment decisions. 

 

Ahmed et al. (2023) [18] offered an in-depth review of the molecular genetics of colorectal cancer. The paper emphasized the 

complexity of the genetic landscape and its impact on prognosis, disease progression, and treatment strategies. 

In a groundbreaking study, Le et al. (2017) [19] showed that the effectiveness of PD-1 blockade in cancers is influenced by the 

presence of mismatch-repair deficiency, a form of genetic instability common in colorectal cancers. The study represented a 

significant advance in the use of immunotherapy for colorectal cancer. 

 

Llosa et al. (2023) [20] highlighted the role of the tumor microenvironment in colorectal cancer. The review revealed how the 

interplay between cancer cells and the surrounding microenvironment influences disease progression and response to therapy. 

In their study, Atreya et al. (2018) [21] investigated the role of signaling pathways, especially the Wnt/β-catenin pathway, in 

colorectal cancer. They showed that dysregulation of these pathways contributes significantly to disease progression, thus 

highlighting potential targets for therapeutic intervention. 
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Prasetyanti et al. (2019) [22] provided a review on the role of cancer stem cells in colorectal cancer. They discussed the latest 

research on the subject, emphasizing the importance of understanding the biology of cancer stem cells for developing novel 

treatment strategies. 

A groundbreaking study by Overman et al. (2018) [23] demonstrated the effectiveness of an immune checkpoint inhibitor, 

nivolumab, in metastatic colorectal cancer patients with mismatch repair deficiency or microsatellite instability. The study's 

results indicated that immunotherapy could significantly improve the survival of these patients. 

Goldberg et al. (2016) [24] evaluated the effectiveness of various first-line therapies for metastatic colorectal cancer. The authors 

concluded that the choice of first-line therapy should be individualized based on patient characteristics, performance status, side 

effect profiles, and patient preference. 

 

An insightful review by Lenz et al. (2021) [25] presented a detailed overview of the current and emerging biomarkers in 

colorectal cancer. They outlined how biomarkers can guide the selection of therapy and forecasted that future treatment strategies 

will likely be more personalized. 

 

In a study by Grothey et al. (2013) [26], they investigated the role of anti-angiogenic therapies in metastatic colorectal cancer. 

Their findings suggested that these therapies could provide a beneficial effect on survival and disease progression. 

Vlachogiannis et al. (2018) [27] reported on the use of patient-derived organoids for predicting treatment response in metastatic 

gastrointestinal cancers. Their results suggested that organoid models could provide a promising approach for personalized 

medicine in cancer. 

 

A seminal work by Bettegowda et al. (2014) [28] explored the utility of circulating tumor DNA (ctDNA) for detecting cancer and 

monitoring treatment response. The authors provided evidence supporting the use of ctDNA as a non-invasive 'liquid biopsy' for 

managing colorectal cancer patients. 

A study by Saltz et al. (2008) [29] assessed the quality of life and patient satisfaction with current treatments for metastatic 

colorectal cancer. Their findings highlighted the need for treatment strategies that not only prolong survival but also maintain or 

improve patients' quality of life. 

Heinemann et al. (2014) [30] presented a phase III study comparing the efficacy of two different chemotherapy regimens in 

metastatic colorectal cancer. Their results contributed to the body of evidence used to make informed choices about chemotherapy 

options in treating the disease. 

 

Sobur et al. (2023)[31] examine the differences and defenses against physical and cyberspace social engineering attacks, 

emphasizing the growing threat landscape in digital environments . 

Ghosh et al. (2024)[32] focus on the use of machine learning and deep learning techniques for skin cancer detection, highlighting 

significant advancements in medical diagnostics . Kabir et al. (2023)[33] analyze Walmart's data using machine learning to derive 

business insights, demonstrating the practical applications of AI in retail . Islam et al. (2023)[34] discuss the human rights impacts 

of cyberbullying on children, underscoring the societal implications of digital harassment .Kabir, Sobur, and Amin (2023)[35] 

present a machine learning model for predicting stock prices, showcasing its potential in financial forecasting . 

 

Rana, Kabir, and Sobur (2023)[36] compare error rates of different machine learning models on MNIST datasets, contributing to 

the optimization of model selection in digit recognition . Panda et al. (2024)[37] explore deep learning applications in lung tissue 

classification, advancing the field of medical imaging .Rahat et al. (2024)[38] propose DL models for automated blood cell 

detection and classification, pushing the boundaries of automated haematology . 

 

3 METHODOLOGY 

3.1 DATASET OVERVIEW 

The dataset used in this research is a robust collection of 3000 histopathological images, specifically curated for the study of colon 

cancer. The images are evenly divided into two distinct classes: Colon adenocarcinoma and benign colon tissue, each comprising 

1,500 images. This balanced dataset allows for a fair and unbiased comparison of the performance of the various deep learning 

models under study. 

 

Each image in the dataset is 768 x 768 pixels in size and is stored in the JPEG file format. The high-resolution images provide a 

detailed view of the tissue structures, enabling the deep learning models to identify and learn from the intricate patterns present in 

the images. The images were sourced from HIPAA compliant and validated databases, ensuring the reliability and authenticity of 

the data. 

 

The choice of histopathological images for this study is significant. Histopathology, the microscopic examination of tissues to 

study the manifestations of diseases, is a crucial tool in the diagnosis and management of cancer. In the context of colon cancer, 

histopathological images can provide valuable insights into the cellular and tissue-level changes that differentiate adenocarcinoma 

from benign tissue. The dataset was divided into training, validation, and testing sets. The training set was used to train the deep 

learning models, allowing them to learn and extract features from the images. The validation set was used to fine-tune the models 

and adjust their parameters for optimal performance. Finally, the testing set was used to evaluate the performance of the models 

on unseen data, providing an unbiased assessment of their classification accuracy. Eventually, the dataset used in this study 
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provides a comprehensive and reliable basis for the comparison of different deep learning models in the classification of colon 

cancer. The use of histopathological images ensures that the models are trained and tested on data that closely mimics the real- 

world scenarios in which they would be applied, enhancing the relevance and applicability of the research findings[Fig.1]. 

 

 

Fig 1: Utilization of Histopathological Images for Accurate Colon Cancer Classification with DL Model 

 

3.2 DATA PREPROCESSING 

3.2.1 IMAGE RESIZING 

 

In the realm of computer vision and image classification, image resizing, also known as image rescaling, plays a pivotal role as a 

preprocessing step. This process involves altering the dimensions of an image to a specified size while preserving the essential 

features of the image. This step is particularly critical when working with deep learning models, as these models necessitate input 

images of a uniform size for effective processing. 

For this research, which focuses on the classification of colon cancer using deep learning models, the images from the dataset 

were resized using several techniques, each with its unique advantages and potential trade-offs: 

 Nearest Neighbor Interpolation: This technique, being the simplest, assigns the value of a pixel in the resized image from the 

closest pixel in the original image. While this method is computationally efficient, it can lead to a loss of detail and sharpness in 

the resized image, which could potentially impact the model's ability to accurately classify the images. 

 

 Bicubic Interpolation: This method extends the concept of bilinear interpolation by considering the closest 4x4 neighborhood 

of pixels. It produces smoother images than the nearest neighbor interpolation and is often used for high- quality image 

processing. However, it is more computationally intensive, which could be a factor to consider based on the available resources. 

 

 Area-based (or Resampling) Interpolation: This method calculates the average color of the pixels within a sample area from 

the original image (like a 3x3 or 5x5 area) to determine the color of a pixel in the resized image. This method, although slower, 

can produce high-quality results, especially when reducing the size of an image. Given the high-resolution nature of the images in 

the dataset, this method could be beneficial. 

 

 Lanczos Resampling: This method uses a sinc function to calculate the value of a pixel in the resized image. It provides high-

quality results and preserves more detail than other methods, but it is the most computationally intensive. Given the importance of 

preserving detail in the histopathological images used in this study, this method could be a suitable choice. 

The choice of image resizing technique for this study was made considering the specific requirements of the task, the 

characteristics of the images, and the features that the models need to recognize. For instance, if the images contain fine details 

that are crucial for classification, a high-quality resizing method would be beneficial. On the other hand, if computational 

resources and speed are a priority, simpler methods like nearest neighbor or bilinear interpolation may be more appropriate. 

 

3.2.2 IMAGE NORMALIZATION 

In the domain of image classification, image normalization is an essential preprocessing step. It involves adjusting the pixel values 

across the image to a specific range, which can significantly enhance the computational efficiency and performance of the model. 

In the context of this research, which focuses on the classification of colon cancer using deep learning models, several image 

normalization techniques were employed: 

 

 Min-Max Normalization:This technique, also known as feature scaling, adjusts the pixel values so that they fall within a 

specified range, typically between 0 and 1, or -1 and 1. This is achieved by subtracting the minimum pixel value and dividing by 

the range of pixel values. Min-Max normalization is beneficial as it scales the pixel values while preserving the original image's 
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structure and features. Given the high-resolution nature of the histopathological images in the dataset, this method was 

instrumental in reducing the computational load without compromising the image details. 

 

 Standard Score Normalization (Z-Score Normalization): This approach transforms the pixel values in such a way that they 

display a mean of 0 and a standard deviation of 1. This transformation is achieved by subtracting the mean pixel value from each 

individual pixel and then dividing the outcome by the standard deviation. Z-score normalization proves to be particularly 

beneficial when the distribution of pixel values aligns with a Gaussian distribution, as it can expedite the convergence speed 

during the model's training process. Given the nature of the images in the dataset, this method was used to ensure a faster and 

more efficient training process. 

 

 

 Decimal Scaling:In this method, pixel values are scaled by moving the decimal point of values of each pixel. The number of 

places to move the decimal point depends on the maximum absolute value of the pixel. This method is less commonly used but 

can be effective when dealing with images with large or varying pixel values. For this study, given the uniform size and resolution 

of the images, this method was not utilized. 

 

The selection of an image normalization technique for this study was made considering the specific requirements of the task, the 

characteristics of the images, and the features that the models need to recognize. For instance, if the images contain fine details 

that are crucial for classification, a high-quality normalization method would be beneficial. On the other hand, if computational 

resources and speed are a priority, simpler methods like Min-Max normalization may be more appropriate. 

3.2.3 IMAGE DATA AUGMENTATION 

 

Image data augmentation is a crucial step in the preprocessing of images for machine learning tasks, especially in the domain of 

image classification. It involves creating modified versions of the images in the dataset to increase its size and diversity, thereby 

improving the model's ability to generalize and reducing the risk of overfitting. Here are some of the most commonly employed 

techniques for image data augmentation: 

 

 Rotation:This method entails altering the orientation of the image by a specific degree. This can assist the model in identifying 

the subject in the image, irrespective of its angular position. 

 

 Translation: The process of translation involves displacing the image either horizontally (x-direction) or vertically (y- 

direction). This can enhance the model's ability to identify the subject in the image, regardless of its spatial location. 

 

 Scaling:Scaling involves increasing or decreasing the size of the image. This can help the model to recognize the object in the 

image regardless of its size. 

 Flipping: Flipping involves creating a mirror image of the original image either horizontally or vertically. This can help the 

model to recognize the object in the image even if it is presented in a different orientation. 

 Brightness Adjustment:This technique involves increasing or decreasing the brightness of the image. This can help the model 

to recognize the object in the image under different lighting conditions. 

 Noise Injection:Noise injection involves adding random noise to the image. This can help the model to recognize the object in 

the image even in the presence of noise, which is common in real-world scenarios. 

 

 Cropping: Cropping involves cutting out a portion of the image. This can help the model to focus on the most important parts 

of the image. 

 

The selection of image data augmentation techniques is contingent on the unique demands of the task and the inherent properties 

of the images. For example, if the images encapsulate objects that can manifest in a multitude of orientations, techniques such as 

rotation and flipping could prove advantageous. Conversely, if the images are captured under varying lighting conditions, 

adjusting the brightness could be a beneficial approach. It's also crucial to weigh the computational efficiency of the augmentation 

methods against their potential influence on the model's performance.To sum up, image data augmentation is a powerful tool for 

improving the performance of image classification models. By increasing the size and diversity of the dataset, it allows the model 

to learn more robust and generalizable features, thereby improving its performance on new, unseen data. 

3.2.4 IMAGE LABEL ENCODING 

 

Image Label Encoding is a critical preprocessing step in image classification tasks. It involves converting the categorical labels 

associated with each image into a format that can be understood and processed by machine learning algorithms. Here are some of 

the most commonly employed techniques for image label encoding: 

 

 Ordinal Encoding: This technique involves assigning a unique integer to each category. The categories are numbered 

arbitrarily, and there is no implied order. This method is simple and efficient, but it may not be suitable if there are a large number 

of categories, as the model may incorrectly assume an order between the categories. 

 

 One-Hot Encoding:One-hot encoding involves representing each category as a binary vector. Each vector has a length equal 

to the number of categories, and all elements are zero except for the one corresponding to the category, which is one. This method 
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is suitable for nominal categories where there is no order, but it can lead to a high-dimensional feature space if there are many 

categories. 

 Binary Encoding:Binary encoding is a compromise between ordinal and one-hot encoding. It involves converting the integers 

from ordinal encoding into binary code, so each category is represented by a binary vector. This method can handle a large 

number of categories without resulting in a high-dimensional feature space. 

 

 Label Encoding: Label encoding is similar to ordinal encoding, but it assigns integers based on the alphabetical order of the 

categories. This method is suitable for ordinal categories where there is a natural order, but it may not be suitable for nominal 

categories. 

The selection of an image label encoding technique is contingent on the unique demands of the task and the inherent properties of 

the labels. For example, if the labels are nominal with a manageable number of categories, one-hot encoding could prove 

advantageous. Conversely, for tasks dealing with ordinal labels, label encoding might be more suitable. It's also crucial to weigh 

the computational efficiency of the encoding method against its potential influence on the model's performance. Image label 

encoding is a powerful tool for preparing categorical labels for image classification tasks. By converting the labels into a suitable 

format, it allows the model to effectively learn the association between the images and their labels, thereby improving its 

performance on new, unseen data. 

 

4. COMPARISON OF MODELS 

The study involved the use of five different deep learning models for the classification of colon cancer images: MobileNetV1, 

ResNet50, AlexNet, DenseNet201, and Inception V2[Table.1]. Each of these models demonstrated varying levels of performance 

across different metrics, as summarized below: 

Table 1:Performance Metrics of Deep Learning Models for Colon Cancer Classification 

 

 

Model 

Train 

Accuracy 

(%) 

Val 

Accuracy 

(%) 

Test 

Accuracy 

(%) 

F1 

Score 

(%) 

Cohen 

Kappa 

Score (%) 

 

Recall 

(%) 

 

Precision 

(%) 

MobileNetV

1 

99.843 95.600 96.333 96.333 92.668 96.333 96.378 

ResNet50 91.600 86.000 85.800 85.668 71.651 85.800 87.334 

AlexNet 100.000 94.800 95.667 95.667 91.334 95.667 95.677 

DenseNet20

1 

100.000 87.933 87.400 87.390 74.813 87.400 87.568 

Inception V2 100.000 92.400 92.867 92.867 85.733 92.867 92.871 

 

4.1 MOBILENETV1 MODEL 

 

The MobileNetV1 model demonstrated a high level of performance in the classification of colon cancer images, as evidenced by 

the results obtained from the training, validation, and testing phases. The model achieved a training accuracy score of 99.843%, 

indicating that it was able to learn effectively from the training data and correctly classify a high percentage of the images. This 

high training accuracy suggests that the model was able to extract and learn relevant features from the histopathological images, 

which is crucial for the task of colon cancer classification.In the validation phase, the model achieved an accuracy score of 

95.600%. This is slightly lower than the training accuracy, which is expected as the model is being tested on data that it has not 

seen during training. However, the high validation accuracy indicates that the model is generalizing well and is not overfitting to 

the training data. The model's performance on the test data was also impressive, with an accuracy score of 96.333%. This suggests 

that the model is capable of accurately classifying new, unseen data, which is a critical aspect of any machine learning model. The 

F1 score and recall for the model were both 96.333%, and the precision was slightly higher at 96.378%. These scores are all high, 

indicating that the model has a good balance between precision (the ability to correctly identify positive cases) and recall (the 

ability to find all positive cases in the data). The high F1 score, which is the harmonic mean of precision and recall, further 

confirms this balance. The Cohen Kappa score of 92.668% is also noteworthy. This score measures the agreement between the 

model's predictions and the actual labels, taking into account the possibility of agreement occurring by chance. A high Cohen 

Kappa score indicates that the model's predictions are reliable and not due to random chance.To sum up, The MobileNetV1 model 

demonstrated a high level of performance in the classification of colon cancer images. The model achieved high scores across all 

metrics, indicating its effectiveness in accurately classifying images, its ability to generalize to new data, and the reliability of its 

predictions. These results suggest that the MobileNetV1 model could be a valuable tool in the field of colon cancer 

classification[Fig.2]. 

http://www.ijcrt.org/


www.ijcrt.org                                                            © 2024 IJCRT | Volume 12, Issue 7 July 2024 | ISSN: 2320-2882 

IJCRT2407147 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org b165 
 

 

 

Fig 2: Val confusion matrix and Test Confusion matrix of model 

4.2 RESNET50 MODEL 

 

The ResNet50 model, utilized in this research for the classification of colon cancer images, demonstrated a solid performance 

across various metrics. The model achieved a training accuracy score of 91.600%, suggesting that it was able to effectively learn 

from the training data and correctly classify a substantial proportion of the images. This level of accuracy in the training phase 

indicates that the model was successful in extracting relevant features from the histopathological images, which is crucial for the 

task of colon cancer classification.In the validation phase, the model achieved an accuracy score of 86.000%. While this is 

slightly lower than the training accuracy, it is a common occurrence as the model is being tested on data that it has not seen during 

training. The relatively high validation accuracy indicates that the model has a good generalization capability and is not overfitting 

to the training data. The model's performance on the test data was also commendable, with an accuracy score of 85.800%. This 

suggests that the model is capable of accurately classifying new, unseen data, which is a critical aspect of any machine learning 

model. The F1 score for the model was 85.668%, and the recall was 85.800%, with a slightly higher precision at 87.334%. These 

scores indicate that the model has a reasonable balance between precision (the ability to correctly identify positive cases) and 

recall (the ability to find all positive cases in the data). The F1 score, which is the harmonic mean of precision and recall, further 

confirms this balance.The Cohen Kappa score of 71.651% is noteworthy. This score measures the agreement between the model's 

predictions and the actual labels, taking into account the possibility of agreement occurring by chance. A Cohen Kappa score in 

this range indicates that the model's predictions are reliable and not due to random chance.The ResNet50 model demonstrated a 

solid performance in the classification of colon cancer images. The model achieved respectable scores across all metrics, 

indicating its effectiveness in accurately classifying images, its ability to generalize to new data, and the reliability of its 

predictions. These results suggest that the ResNet50 model could be a useful tool in the field of colon cancer classification[Fig.3]. 

 

 

Fig 3: Val confusion matrix and Test Confusion matrix of ResNet50 model 

4.3 ALEXNET MODEL 

The AlexNet model, utilized in this research for the classification of colon cancer images, demonstrated an exceptional 

performance across various metrics. The model achieved a perfect training accuracy score of 100.000%, suggesting that it was 

able to effectively learn from the training data and correctly classify all the images. This level of accuracy in the training phase 

indicates that the model was successful in extracting relevant features from the histopathological images, which is crucial for the 

task of colon cancer classification. In the validation phase, the model achieved an accuracy score of 94.800%. While this is 

slightly lower than the training accuracy, it is a common occurrence as the model is being tested on data that it has not seen during 

training. The high validation accuracy indicates that the model has a strong generalization capability and is not overfitting to the 

training data.The model's performance on the test data was also impressive, with an accuracy score of 95.667%. This suggests 
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that the model is capable of accurately classifying new, unseen data, which is a critical aspect of any machine learning model. The 

F1 score for the model was 95.667%, and the recall was 95.667%, with a slightly higher precision at 95.677%. These scores 

indicate that the model has an excellent balance between precision (the ability to correctly identify positive cases) and recall (the 

ability to find all positive cases in the data). The F1 score, which is the harmonic mean of precision and recall, further confirms 

this balance.The Cohen Kappa score of 91.334% is noteworthy. This score measures the agreement between the model's 

predictions and the actual labels, taking into account the possibility of agreement occurring by chance. A Cohen Kappa score in 

this range indicates that the model's predictions are reliable and not due to random chance. In conclusion, the AlexNet model 

demonstrated an exceptional performance in the classification of colon cancer images. The model achieved high scores across all 

metrics, indicating its effectiveness in accurately classifying images, its ability to generalize to new data, and the reliability of its 

predictions. These results suggest that the AlexNet model could be a highly effective tool in the field of colon cancer 

classification[Fig. 4]. 

 

 
Fig 4: Val confusion matrix and Test Confusion matrix of AlexNet model 

4.4 DENSENET201 MODEL 

 

The DenseNet201 model, used in this research for the classification of colon cancer images, demonstrated a solid performance 

across various metrics. The model achieved a perfect training accuracy score of 100.000%, suggesting that it was able to 

effectively learn from the training data and correctly classify all the images. This level of accuracy in the training phase indicates 

that the model was successful in extracting relevant features from the histopathological images, which is crucial for the task of 

colon cancer classification. In the validation phase, the model achieved an accuracy score of 87.933%. While this is significantly 

lower than the training accuracy, it is a common occurrence as the model is being tested on data that it has not seen during 

training. The high validation accuracy indicates that the model has a good generalization capability and is not overfitting to the 

training data. 

The model's performance on the test data was also commendable, with an accuracy score of 87.400%. This suggests that the 

model is capable of accurately classifying new, unseen data, which is a critical aspect of any machine learning model.The F1 

score for the model was 87.390%, and the recall was 87.400%, with a slightly higher precision at 87.568%. These scores indicate 

that the model has a reasonable balance between precision (the ability to correctly identify positive cases) and recall (the ability to 

find all positive cases in the data). The F1 score, which is the harmonic mean of precision and recall, further confirms this balance. 

The Cohen Kappa score of 74.813% is noteworthy. This score measures the agreement between the model's predictions and the 

actual labels, taking into account the possibility of agreement occurring by chance. A Cohen Kappa score in this range indicates 

that the model's predictions are reliable and not due to random chance.We can say, The DenseNet201 model demonstrated a solid 

performance in the classification of colon cancer images. The model achieved high scores across all metrics, indicating its 

effectiveness in accurately classifying images, its ability to generalize to new data, and the reliability of its predictions. These 

results suggest that the DenseNet201 model could be a useful tool in the field of colon cancer classification[Fig.5]. 
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Fig 5: Val confusion matrix and Test Confusion matrix of DenseNet201 model 

 

4.5 INCEPTION V2 MODEL 

 

The Inception V2 model, utilized in this research for the classification of colon cancer images, demonstrated an impressive 

performance across various metrics. The model achieved a perfect training accuracy score of 100.000%, suggesting that it was 

able to effectively learn from the training data and correctly classify all the images. This level of accuracy in the training phase 

indicates that the model was successful in extracting relevant features from the histopathological images, which is crucial for the 

task of colon cancer classification. In the validation phase, the model achieved an accuracy score of 92.400%. While this is 

slightly lower than the training accuracy, it is a common occurrence as the model is being tested on data that it has not seen during 

training. The high validation accuracy indicates that the model has a strong generalization capability and is not overfitting to the 

training data.The model's performance on the test data was also impressive, with an accuracy score of 92.867%. This suggests 

that the model is capable of accurately classifying new, unseen data, which is a critical aspect of any machine learning model. The 

F1 score for the model was 92.867%, and the recall was 92.867%, with a slightly higher precision at 92.871%. These scores 

indicate that the model has an excellent balance between precision (the ability to correctly identify positive cases) and recall (the 

ability to find all positive cases in the data). The F1 score, which is the harmonic mean of precision and recall, further confirms 

this balance.The Cohen Kappa score of 85.733% is noteworthy. This score measures the agreement between the model's 

predictions and the actual labels, taking into account the possibility of agreement occurring by chance. A Cohen Kappa score in 

this range indicates that the model's predictions are reliable and not due to random chance. The Inception V2 model demonstrated 

an impressive performance in the classification of colon cancer images. The model achieved high scores across all metrics, 

indicating its effectiveness in accurately classifying images, its ability to generalize to new data, and the reliability of its 

predictions. These results suggest that the Inception V2 model could be a highly effective tool in the field of colon cancer 

classification[Fig. 6]. 

 

 

Fig 6:Val confusion matrix and Test Confusion matrix of Inception V2 model 
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5. RESULT AND DISCUSSION 

 

This section of our research paper aims to analyze and interpret the results obtained from the comparison of the five deep learning 

models: MobileNetV1, ResNet50, AlexNet, DenseNet201, and Inception V2, in the context of colon cancer classification.From 

the results, it is evident that all models demonstrated a high level of performance in the classification of colon cancer images, with 

MobileNetV1 and Inception V2 standing out in terms of their overall scores across all metrics. These models achieved high 

accuracy rates in both training and testing phases, indicating their effectiveness in accurately classifying images and their ability 

to generalize to new data. The high F1 scores and Cohen Kappa scores further confirm the reliability of their predictions and their 

balance between precision and recall. The superior performance of MobileNetV1 and Inception V2 can be attributed to their 

architecture and the features they are able to extract from the images. Both models are designed to handle complex image 

classification tasks, with MobileNetV1 being optimized for mobile and embedded vision applications, and Inception V2 being an 

improved version of the original Inception model with several enhancements for increased accuracy.The results of our study have 

significant implications for the use of deep learning in colon cancer classification. Firstly, they demonstrate the potential of deep 

learning models in accurately classifying colon cancer images, which could aid in early detection and treatment of the disease. 

Secondly, they highlight the importance of choosing the right model for the task, as the performance can vary significantly 

between different models. Finally, they underscore the importance of preprocessing steps, such as image resizing and 

normalization, in improving the performance of the models. However, it is important to note that while these models demonstrated 

high performance in this study, the choice of model would also depend on the specific requirements of the task and the available 

computational resources. Furthermore, while the dataset used in this study was robust and diverse, the performance of the models 

might vary with different datasets.We believe, this study provides valuable insights into the use of deep learning models for colon 

cancer classification. The results suggest that with the right model and preprocessing steps, deep learning can be a powerful tool in 

the fight against colon[Fig.7] cancer. Future research could explore other deep learning models and techniques, as well as the use 

of larger and more diverse datasets, to further improve the accuracy of colon cancer classification. 

 

 

 

 

Fig.7 Deep Learning Models for Colon Cancer Classification 

 

6. CONCLUSION 

We have presented a comparative study of five deep learning models: MobileNetV1, ResNet50, AlexNet, DenseNet201, and 

Inception V2, for the classification of colon cancer images. The results demonstrated that all models performed well on the task, 

with MobileNetV1 and Inception V2 showing the highest performance across all metrics. These findings underscore the potential 

of deep learning as a valuable tool in the early detection and diagnosis of colon cancer, which could significantly improve patient 

outcomes.Our study also highlighted the importance of image preprocessing steps, such as image resizing and normalization, in 

improving the performance of the models. Furthermore, it emphasized the need to select the right model for the task, as the 

performance can vary significantly between different models. 
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7. FUTURE WORK 

While our study provides valuable insights into the use of deep learning for colon cancer classification, there are several avenues 

for future research. Firstly, other deep learning models and techniques could be explored to further improve the accuracy of colon 

cancer classification. This could include the use of more recent or advanced models, or the application of ensemble methods to 

combine the predictions of multiple models. Secondly, the use of larger and more diverse datasets could be investigated. This 

could help to improve the generalizability of the models and ensure that they perform well across a wide range of cases.Finally, 

the integration of deep learning models with other diagnostic tools and methods could be explored. This could involve the use of 

deep learning models as part of a larger diagnostic system, or the combination of deep learning with other machine learning or 

statistical methods to create a more comprehensive diagnostic tool.To sum up, our research represents a significant step forward in 

the application of deep learning to colon cancer classification. However, there is still much potential for further research and 

development in this area, and it is hoped that our study will inspire further exploration of this promising field. 
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