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Abstract:  Image captioning is an interesting and challenging task with applications in diverse domains such 

as image retrieval, organizing and locating images of users’ interest, etc. It has huge potential for replacing 

manual caption generation for images and is especially suitable for large-scale image data. Recently, deep 

neural network-based methods have achieved great success in the field of computer vision, machine 

translation, and language generation. In this research, we offer an encoder-decoder based model that can 

produce image captions with proper grammar. This model uses LSTM as a decoder and VGG16 Hybrid Places 

1365 as an encoder. The model is trained on labeled Flickr8k and MS-COCO Captions datasets to guarantee 

full ground truth accuracy. Further, All widely used standard metrics, including BLEU, METEOR, GLEU, 

and ROUGE L, are used to evaluate the model. According to experimental findings, the suggested model 

achieved BLEU-1 score of 0.7350, METEOR score of 0.4768, and GLEU score of 0.2798 on the MS-COCO 

Caption dataset and BLEU1 score of 0.6666, METEOR score of 0.5060, and GLEU score of 0.2469 on the 

Flickr8k dataset. Comparing the suggested method to state-of-the-art techniques, a notable improvement in 

performance was thus obtained. We also present the outcomes of caption generation from real sample 

photographs, which support the validity of the suggested method and help assess the model's effectiveness 

even further. 

 

Index Terms - Neural network · Caption · CNN (Convolutional Neural Network) · Feature extraction · RNN 

(Recurrent Neural Network) · LSTM (Long Short-Term Memory) 

I. INTRODUCTION 

In computer vision, automatic picture caption generation is an ongoing research area. Because this issue 

combines two of the primary domains of artificial intelligence (AI), computer vision and natural language 

processing, and has a wide range of practical applications, researchers are drawn to it. Understanding an image 

is a prerequisite for creating a meaningful sentence out of it, and object identification and image classification 

can help with this. 

With the significant advancements in Artificial Intelligence (AI), photos are now being used as input for a 

variety of functions. The study has addressed one application of AI. They identified the face using deep 

learning techniques. The primary goal of automatic image caption generation is to produce coherent sentences 

that explain the content of the image and the relationship between the items that are identified in the image. 

These words can then be utilized as suggestions in a variety of applications. It can be applied to a number of 

natural languages processing tasks, including social media recommendation, image indexing, virtual 

assistants, and visually impaired people. The creation of picture captions can aid machines in comprehending 

the content of images. It involves more than just finding objects in a picture; it also entails figuring out how 

the objects that have been found relate to one another. Image captioning techniques are divided into three 

categories by researchers: deep neural network-based, retrieval-based, and template-based. With template-
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based techniques, attributes, objects, and actions are first identified from the image, and then a number of 

blank slots in predefined templates are filled in. Retrieving an image that resembles the input image is how 

retrieval-based approaches generate captions. 

 While syntactically accurate captions are produced by these approaches, semantic accuracy and visual 

specificity cannot be guaranteed. Deep neural network-based techniques encode images first, then use a 

language model to generate captions. The deep neural network-based approach has the potential to produce 

semantically more accurate captions for the provided photos in comparison to the previous two methods. Most 

of the image relationship models in use today are built using deep neural networks. The first to define a multi-

modal log-bilinear model for image captioning with a fixed context window was Kiros et al. CNNs and RNNs 

are primarily utilized in encoder-decoder image captioning models. In image-based tasks prior to the 

application of deep learning models, researchers typically employed Grey-level co-occurrence matrix 

(GLCM)and other machine learning-based feature extraction techniques. But in recent studies, CNN is used 

as an encoder to convert the input image into 1-D array representation, and RNN as a decoder or language 

model to generate the caption. Identification of proper CNN and RNN models is a challenging issue.  

After reviewing the literature on picture caption creation, some important findings were discovered. Rather 

than using scene-specific models, the majority of state-of-the-art techniques employed CNN models that had 

been pre-trained on the object-specific ImageNet dataset. Consequently, these models produce object-specific 

captions. Second, the majority of the research that has already been done only provides an explanation of their 

findings using one or two evaluation criteria, including accuracy and BLEU-1 score. The following is a 

synopsis of our research contributions: 

 

• This study proposes VGG16 Hybrid Places 1365 and LSTM as encoder and decoder respectively for 

automatic image captioning. The proposed model outperforms all state-of-art approaches.  

• This study reports experimental results using all popular metrics such as BLEU, ROUGE L, METEOR, and 

GLEU on Flickr8k and MSCOCO Captions datasets.  

• The study reports results of the proposed model on random live images for validation. 

II. RELATED LITERATURE REVIEW 

In this paper, authors surveyed the deep learning-based models used for image captioning on Flickr8k and 

MS-COCO datasets. 

In template-based approach (Fig. 1 (a)), the process of caption generation is performed using predefined 

templates with a number of blank spaces that are filled with objects, actions, and attributes recognized in the 

input image. In the paper [3], the authors proposed the template slots for generating captions that are filled 

with the predicted triplet (object, action, scene) of visual components. Again, in the paper, the authors derived 

the objects (people, automobiles, etc., or things like trees, roads, etc.), qualities, and prepositions using a 

Conditional Random Field (CRF) based technique. The PASCAL dataset is used to evaluate the model using 

BLEU and ROUGE scores. The best ROUGE score in this work was 0.25, and the top BLEU score was 0.18. 

The paper's authors provided a way for creating new captions by carefully combining meaningful phrases 

from preexisting ones to produce a new one. A corpus of one million labeled images was employed. 

http://www.ijcrt.org/


www.ijcrt.org                                                            © 2024 IJCRT | Volume 12, Issue 6 June 2024 | ISSN: 2320-2882 

IJCRT2406929 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org i224 
 

 
Fig. 1 Classification of image captioning models. (a) depicts template-based approach to image captioning, 

(b) shows retrieval-based captioning approach, (c) shows encoder-decoder based approach 

dataset, with 1000 images put aside as a test set to compute BLEU (0.189) and METEOR (0.101) scores. 

These methods are basically hard to design and depend on pre-defined template.  

The generation of captions for images in retrieval-based captioning systems (Fig. 1(b)) involves gathering 

visually comparable images. Once visually similar images are found, these kinds of techniques find captions 

for visually related photos from the training dataset and utilize those descriptions to deliver the caption of the 

query image. The authors of the research created a model for locating similar images among the many 

photographs in the dataset and returning the descriptions of these retrieved images to the query image based 

on millions of photos and their descriptions. 

 The text-based visual attention (TBVA) paradigm for automatically recognizing salient objects was proposed 

by the authors in the work [21]. They used the MS-COCO and Flickr30k datasets to evaluate the suggested 

model. The authors of the research [43] suggested a data-driven approach for retrieval-based image 

description creation. They came to the conclusion that the suggested strategy produced image captions in an 

effective and pertinent manner. These tactics yield generic, syntactically sound sentences, but they are unable 

to generate sentences that are image-specific and semantically right.  

 

For picture captioning, the authors of the paper suggested dual graph convolutional networks with transformer 

and curriculum learning. They achieved a BLEU-1 score of 82.2 and a BLEU-2 score of 67.6 after evaluating 

the results on the MS-COCO dataset. The NIC (Neural Image Caption) model was put forth by the paper's 

authors and is based on encoder-decoder architecture. CNN is used as the encoder in this model, and its last 

layer is connected to the RNN decoder, which produces the text captions. LSTM is used as an RNN in this 

model.  

Using a convolutional neural network (CNN) to encode an image into a numerical representation, the 

approach generates captions one word at a time by feeding the CNN's output into a decoder (RNN). Using the 

Flickr8K dataset, Yan Chu et al. proposed a model that combined ResNet50 and LSTM with soft attention, 

yielding a BLEU-1 score of 0.619. Two different model types were offered by Sulabh Katiyar et al.: an 

encoder-decoder model with attention and a basic encoder-decoder model. Using the Flickr8k dataset, these 

models produce BLEU-1 scores of 0.6373 and 0.6532, respectively. 
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 In the work, a top-down and bottom-up R-CNN base method is suggested. Reranking the caption with beam 

search decoders and explanatory features improves the model. For automatic image caption generation, a 

Reference based Long Short Term Memory (R-LSTM) based approach is presented in the publication. To 

define pertinent captions, they employed a weighted technique that divided words and images. The Fliker30k 

and MS-COCO datasets were used to validate the suggested model, and the results of their experiment showed 

a 10.37% increase in the CIDr value on the MS-COCO dataset. To enhance the generated captions, a 

Hierarchical Refined Attention mechanism (CL-HRA) in a "Tell and Guess" Cooperative Learning model is 

developed. 

 The Cooperative Learning (CL) technique combines an image retrieval module (IRM) with an image caption 

module (ICM). The IRM is used to choose a picture from a collection of photos based on the description 

given, and the ICM is used to generate a descriptive natural language caption for a particular image. It was 

suggested to use a different CNN and LSTM based model to create captions for Geological Rock Images. The 

model focuses more on the image backgrounds in order to create captions from geological photographs of 

rocks. 

III. METHODOLOGY 

Artificial neural networks are used in deep learning, a subset of machine learning, to extract knowledge from 

data. A sizable dataset of photos and the captions that go with them is usually used to train the model when it 

comes to creating picture captions. The model gains the ability to link an image's visual characteristics to its 

associated textual description through training. The two primary parts of this design are the decoder (which 

generates sentences) and the encoder (which extracts features). The encoder takes an image and creates a 

feature vector that symbolizes the image's visual content. After receiving the feature vector, the decoder 

creates the caption's word sequence.  

The methods used in the current investigation is covered in this section. The current study's primary goal is 

to generate well-written captions for input photographs. The following significant notions and ideas are 

pertinent in this regard. 

 

3.1 Feature extraction 

The encoder is used to extract the visual characteristics of an image. Generally speaking, convolutional neural 

networks (CNNs) are employed as encoders. They can extract semantic and content-based information from 

images and are frequently employed as models for visual identification tasks. 

The first of them is the 16-layered VGG16 model [49], which on the ImageNet challenge yielded an accuracy 

of 92.7%. The attributes of the photos are provided by this model as a 1-D array, which is utilized for caption 

creation. When taught from scratch, the primary problem with VGG16 is its slow training speed. The second 

network, the Inception V3 [51] model, obtains an error rate of 4.2%, which is less than the VGG16 results 

that were previously published.  

Comparing this network to the VGG Net, less processing power is needed. In comparison to VGG16 and 

Inception V3, the third and latest model, ResNet50, is utilized for deeper neural network learning. Table 1 

displays the parameters and number of layers for each model. 

 

3.2 Sentence generation 

To produce sentences, the sentence generation component makes use of an RNN-based model. It is linked to 

the feature extraction model's output. Long word sequences are too difficult for the basic RNN to handle well. 

The Long Short-Term Memory (LSTM) network is used to address these problems. The most crucial part of 

the LSTM architecture is the memory cell.  

Following its effective application in speech recognition, machine translation, and sequence learning, LSTM 

was also proven to be helpful in image captioning. LSTM is able to prevent vanishing and exploding gradient 

problems by using memory cells and gates. Three gates—the forget, output, and input gates—that are read 

and written by memory cell C are depicted in Figure 2. The LSTM takes inputs at time step I from a number 

of sources: Whereas Ci−1 denotes the previous memory cell state, Hi−1 represents the past hidden state, and 

Xi indicates the current input. The revised gate values at time step t for the inputs Xi, Hi−1, and Ci−1 are as 

follows: 
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Fig. 2 Basic architecture of LSTM(Long Short Term Memory) cell 

Ii = σ (WMXI Xi + WMH I hi−1 + BVI )                           (1) 

Fi = σ (WMXF Xi + WMH F hi−1 + BVF )                        (2) 

Oi = σ (WMXO Xi + WMHOhi−1 + BVO)                         (3) 

Gi = φ(WMXCXi + WMHChi−1 + BVC)                           (4) 

Ci = Fi ∗ Ci−1 + Ii ∗ Gi                                                        (5) 

hi = Oi ∗ φ(Ci)                                                                     (6)                 

Where XI , XF , XO, XC represent the inputs of the input gate, forget gate, output gate, and memory cell, 

WM represents weight metrics, and BV represents bias vectors. The sigmoid activation function is ρ and given 

as below. 

 
3.3 Dataset used 

The well-known Flickr8k dataset was used in this study for training and performance assessment. Each image 

in this dataset has a personally tagged caption. The English-language captions for the photographs are 

included in the dataset. There are two components to the dataset: a description file and an image directory. 

There are 8000 photos in the image directory, and the description file has five subtitles for each picture. 

 Six thousand of the eight thousand photos were utilized for training, a further thousand for development, and 

the remaining thousand for testing. Figs. 3 and 6 display a few representative photos from the dataset with 

their English reference captions. Every picture is in jpeg format. The captions are twelve lines long on average. 

The input photos range in resolution from 256x500 to 500x500.  

 

3.4 Proposed model 

A deep neural network-based technique for creating image captions is shown in this subsection. As illustrated 

in Fig. 4, this method uses a recurrent neural network (LSTM) as a decoder and a convolutional neural network 

(VGG16 Hybrid Places1365) as an encoder-decoder to create captions for query photos.  
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Fig. 3 Sample image with reference captions 

  

The VGG16 Hybrid Places1365 is used to generate the 1-D array representation of an image. Previously used 

CNN models such as VGG16, Inception, and ResNet are pretrained on the 1000-classes ImageNet dataset, 

whereas the VGG16 Hybrid Places1365 model is trained on both ImageNet and Places datasets (containing 

1000 and 365 classes respectively).  

Given image I , the captured visual features are denoted as a vector V = {v1, v2, ....vn}, which is calculated 

as:  

V = CNNc(I ) 

where CNNc(I ) is the output of the last convolutional layer of the modified model.  

Following the effective training of the suggested model, the trained model predicts the caption for a given 

input image I word by word. The generated caption S has a probability of P (S/I) that is maximized. 

 With n words, the generated caption S becomes the sequence s1, s2,....., sn, where each word is a component 

of vocabulary V. During training, a search technique known as beam search is applied to provide captions for 

the images. The best n phrases are chosen for assessment in beam search as a set of length (t + 1) at a time t. 

In this work, a collection of five reference captions, or (n = 5), are used to train and test the model. 

Using a K80 GPU and 12 GB of RAM, the Google Colab platform is used to train the suggested model. We 

used a number of libraries, including Tensorflow, Keras, pickle, OS, numpy, nltk, etc., to create the suggested 

model. Ten epochs of the model are run, with an average epoch duration of thirty minutes. For training 

purposes, 256 batch sizes and 3*3 kernel sizes are employed, respectively. The convolutional layer uses stride 

1, and 0.5 and 0.003 are assumed to be the dropout value and leraning rate, respectively. 

 
Fig. 4 Architecture of proposed model 

 
Emphasis indicates result of best model 

ReLU is the activation function utilized in the model's layers, and the "adam" optimizer is employed to reduce 

the "categorical crossentropy" loss. 

 

4 Results and analysis 

After the model has been trained, the resulting caption should have two desired qualities. First of all, it ought 

to make sense in relation to everything in the picture. Second, it ought to be intelligible and helpful to people.  

The suggested model produced a BLEU score of 0.6666, or 66.66%, on the Flickr8k dataset. The BLEU 

ratings derived from the Flickr8k dataset are displayed in Table 2 below.  
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After calculating the BLEU score, other relevant metrics including ROUGE L, GLEU, and METEOR were 

identified. Precision, recall, and F-Mean were acquired for the generated captions since they are required to 

calculate ROUGE L. The ROUGE L, GLEU, and METEOR scores on the Flickr8k dataset are displayed in 

Table 3 below. 

 
10 distinct models were used in our experiments, as Tables 2 and 3 demonstrate. Using the Inception V3 with 

LSTM, which produced a BLEU-1 score of 0.64, the study began. Eventually, we created the VGG16 Hybrid 

Places 1365 model with LSTM after refining this baseline model. With a BLEU score of 0.6666, this model 

outperformed all the other models that were tested. Other widely used metrics, like ROUGE L, METEOR, 

and GLEU, which have respective values of 0.3076, 0.5060, and 0.2469, showed the similar pattern. 

According to the experiment results, CNN using LSTM outperforms CNN using B-LSTM. It is likely that the 

B-LSTM does not produce better results for the selected dataset and experimental circumstances because of 

the increased number of parameters, which necessitates more adjustment to attain optimal performance. 

 

4.1 Comparison with state-of-the-art 

We compared the outcomes with the most advanced models, as indicated in Tables 4 and 5, as well as Fig. 5, 

to demonstrate the effectiveness of the suggested model. The model's efficacy is corroborated by the outcomes 

on several metrics, including GLEU (0.2469 & 0.2798) and METEOR (0.5060 & 0.4768). It is significant to 

highlight that the majority of cutting-edge studies do not disclose their findings using the aforementioned 

measures. 

 

4.2 Discussion and Limitations of proposed model 

As elaborated in Section 4.2 and presented in Tables 4 & 5, the suggested model yields significantly superior 

outcomes when compared to cutting-edge techniques on both datasets (MS Coco & Flickr8k). Additionally, 

the suggested model's effectiveness is assessed using a random sample of live images, as demonstrated in Fig. 

6. 
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Throughout the experimentation, the following restrictions were noted. First of all, not all of the English 

grammatical rules were being followed by the generated captions. Second, there is room to improve the 

training process' efficiency given the high training time that was noted. Not to mention, compared to the 

reference captions, the generated captions seem less detailed. 

 
Fig. 5 Graph comparison of BLEU-1 scores of proposed models against state-of-the-art techniques on Flickr8k 

dataset. The values on the x-axis (Paper Id) are from 2nd column (“Model”) of Table 4 

 
Fig. 6 Figure showing sample images with their reference captions along with generated caption using the 

proposed model 
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5 Conclusion and future work 

Generating captions for images is a fascinating and challenging process with several applications in various 

domains, such as image organization and retrieval. An encoder-decoder based approach was suggested in this 

study to produce grammatically accurate image captions. 

 An LSTM-based decoder and a CNN-based encoder make up the suggested model. The model has been tested 

using Flickr8k and MS-COCO Captions datasets on a number of common metrics, including BLEU, 

METEOR, GLEU, and ROUGE L. Based on the experimental data, the model outperforms all current state-

of-the-art methods in terms of BLEU, METEOR, and GLEU scores. The outcomes of caption generation on 

real sample photographs were also provided in the publication, supporting the validity of the suggested 

method. While B-LSTMs may need more tuning for optimal performance because to their increased number 

of parameters, LSTMs have been demonstrated to perform better. 

Future methods may improve on this point, as the suggested model was extremely close to the best outcomes 

based on ROUGE L score. Additionally, experimental results may also be reported using other available 

metrics. Moreover, attention-based models could be used to increase the models' resilience. Additionally, 

alternative cross-domain strategies, such neuro-symbolic strategies, might be favored to improve the models' 

capacity for explanation as well as the logic behind coming up with certain descriptions for related photos 

[46]. Video inputs can also be captioned using image captioning, which can be used to identify significant 

events in a video over a period of time. This might have a significant impact on applications like home 

monitoring and surveillance. 
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