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Abstract:  Effective intrusion detection systems (IDS) rely on comprehensive and realistic data sets that 

emulate real-world network events. Traditionally, the KDD-CUP 99 data set has been utilized for this purpose; 

however, it has been criticized for its limitations, leading to the adoption of the improved NSL-KDD data set. 

This research investigates the performance of various classification algorithms and data mining techniques, 

including decision trees, in identifying anomalies within network traffic using the NSL-KDD data set. We 

explore the interplay between network protocols in the protocol stack and the intrusion tactics employed by 

malicious actors to generate unusual network patterns. The analysis leverages the capabilities of the data 

mining tool WEKA 3.9.5 for preprocessing and preliminary examination, while Python is employed for 

implementing the classification algorithms. Experimental results indicate that our proposed model, 

particularly using decision trees, demonstrates high efficacy and robustness, achieving an accuracy of 0.997% 

as evaluated through metrics such as precision, false-positive rate. Our study begins by detailing the 

shortcomings of the KDD-CUP 99 data set and the enhancements introduced with the NSL-KDD data set. 

We then describe the preprocessing steps undertaken using WEKA 3.9.5 to prepare the data for analysis. 

Various classification algorithms, including decision trees, support vector machines, and neural networks, are 

implemented in Python to classify network traffic. The performance of these algorithms is rigorously 

evaluated, with a particular focus on their ability to accurately distinguish between normal and anomalous 

traffic. By understanding these relationships, we aim to enhance the detection capabilities of IDS. The results 

of our experiments are promising. The proposed model not only achieves high accuracy and precision but also 

maintains a low false-positive rate, which is crucial for practical deployment in real-world networks. The 

integration of WEKA for data preprocessing and Python for implementing sophisticated classification 

algorithms showcases a powerful approach to detecting network anomalies. Future research will focus on 

refining these models and exploring additional data sets to further enhance the detection performance of IDS, 

ensuring they remain effective against evolving cyber threats. By continuously updating the data sets and 

refining the models, we can better anticipate and counteract the innovative strategies employed by cyber 

attackers. This ongoing improvement will help maintain the integrity and security of network systems in an 

increasingly interconnected and vulnerable digital landscape. 

Keyword: Intrusion Detection System; Decision Tree; Machine Learning; WEKA; Statistical Analysis. 

Support Vector Machine; Principal Component Analysis; Confusion matrix; Random Forest; NSL – KDD. 

Introduction: In our modern age, communication systems form the backbone of everyday life, facilitating a 

myriad of essential functions across diverse sectors. Computer networks have become instrumental in 

processing corporate data, enabling educational endeavours, fostering collaborative teamwork, acquiring vast 

data repositories, and offering entertainment avenues. However, the pervasive utilization of these networks 
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has introduced a complex web of vulnerabilities within the existing communication protocol stack [1]. 

Computer networks are essential to many facets of daily life in the current era. They constitute the foundation 

for data collecting, educational initiatives, cooperative teamwork, business data processing, and 

entertainment. These networks offer smooth teamwork through project management tools and real-time 

sharing of files, assist online learning and global study collaboration, and automate and streamline business 

procedures. In addition, they support the gathering and examination of enormous amounts of data, generating 

insights via big data and Internet of Things (IoT) applications and giving users access to digital entertainment 

via streaming services and online gaming portals [2]. However, a complicated web of vulnerabilities inside 

the communication protocol stack is introduced by the increased reliance on these networks. Phishing schemes 

and virus dissemination pose a threat to users at the application layer because they take advantage of system 

vulnerabilities and user trust to steal confidential data or interfere with operations. The integrity and secrecy 

of data transmissions can be jeopardized by man-in-the-middle attacks and TCP/IP exploits, which can affect 

the transport layer. The network layer is vulnerable to Distributed Denial of Service (DDoS) attacks, which 

overwhelm network resources and cause disruptions and outages, as well as IP spoofing, in which attackers 

pretend to be someone else [3]. 

  ARP poisoning and MAC spoofing can be used to compromise the data link layer further down, giving 

attackers the ability to circumvent network security measures and intercept or reroute data. The physical layer 

is also vulnerable to threats like signal jamming, which interferes with wireless communications, and 

wiretapping, which results in data breaches through physical interception of network cables. Implementing 

strong mitigation measures is crucial to fighting these security issues. Improved encryption methods safeguard 

secrecy and data integrity at every connection layer. Software and firmware patches and updates on a regular 

basis fix known vulnerabilities and lower the chance of exploitation. While network segmentation isolates 

important portions, limiting the potential spread of breaches, intrusion detection and prevention systems 

(IDPS) assist in identifying and thwarting harmful actions. Finally, a key component of preserving network 

security is teaching users about safe habits and how to spot possible dangers. Through comprehension and 

resolution of these susceptibilities, we may guarantee the sustained advantages of networked communication 

systems while mitigating possible risks, consequently upholding the authenticity and safety of our globalized 

society [4]. The foundational intent behind the construction of the current protocol stack was to ensure 

transparency and user-friendliness. Yet, this very adaptability has inadvertently exposed it to potential assaults 

orchestrated by malicious actors. Consequently, the need for continuous surveillance and fortified security 

measures to protect computer networks has become paramount. At the forefront of network defence 

mechanisms stands the Intrusion Detection System (IDS), a critical component automating the surveillance 

and monitoring of network activities. An IDS, comprising both hardware and software elements, undertakes 

the task of meticulously scanning networks for any suspicious or malicious activities and promptly alerting 

system administrators. It acts as a vigilant sentinel, complementing traditional security protocols such as 

access restrictions and authentication mechanisms [5]. 

   The Intrusion Detection System (IDS), a vital component that automates the surveillance and monitoring of 

network activities, is at the forefront of network security systems. An intrusion detection system (IDS), which 

consists of hardware and software components, is responsible for carefully monitoring networks for any 

unusual or harmful activity. If something is found, it notifies system administrators right once. Serving as a 

watchful guardian, it supplements established security measures like access controls and authentication 

procedures, greatly augmenting their effectiveness. An essential layer of defence is provided by an intrusion 

detection system (IDS), which continuously monitors network traffic and analyses it for indications of 

potential attacks. It can spot odd trends, illegal access attempts, and other kinds of cyberattacks like phishing, 

malware, and denial-of-service (DoS) attacks. By using a proactive approach to network security, 

communication systems' availability, integrity, and confidentiality are protected from major intrusions 

through early risk identification and mitigation [6]. 

 

   IDS plays an increasingly important role in protecting digital infrastructure as cyber threats continue to 

increase in complexity and frequency. It offers comfort and makes it possible for businesses to run safely in 

a globalized society. Organizations may create a strong defence-in-depth approach that drastically lowers the 

risk of cyber events and improves their overall cybersecurity posture by combining an IDS with additional 

security measures. Adding an intrusion detection system (IDS) to a network architecture has many advantages 
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over only detecting threats. It offers insightful information on user behaviour and network activities that can 

be utilized to improve general security procedures and policies. By guaranteeing that security monitoring is 

in place and that occurrences are recorded and reported, it also helps with regulatory compliance. The 

fundamental significance of an IDS lies in its role as a second line of defence, dedicated to preserving the 

confidentiality, accessibility, and integrity of the most prized assets: information. Nevertheless, the 

effectiveness of an IDS is contingent upon a comprehensive understanding of the prevailing infrastructure 

and the authentic requisites of the system owners before investing resources into such a security measure [7]. 

In this comprehensive study, we turn our attention to the NSL-KDD dataset—a cornerstone of modern 

research in intrusion detection systems. Leveraging a diverse array of classification methods and attribute 

selection techniques available in Python 3.10's classification tool and the WEKA 3.9.5 data mining tool, we 

endeavour to delve deep into the analysis of this dataset. Our methodology involves segmenting the NSL-

KDD dataset into four distinct clusters, each representing prevalent attack types: Denial of Service (DoS), 

Probe, User-to-Root (U2R), and Remote-to-Local (R2L). Through meticulous analysis of both test and 

training datasets, we aim to evaluate the accuracy and computational efficiency of various classification 

algorithms in identifying and categorizing these attack types [8]. The central objective of this project is to 

unravel the intricate ways in which intrusion detection systems function in detecting different types of assaults, 

while simultaneously gauging the efficacy of these systems in fortifying and safeguarding networks. By 

offering an in-depth analysis, we aspire to furnish insights that can bolster the performance of intrusion 

detection systems, ensuring robust and reliable security measures without compromising the functionality of 

networks [9]. 

Related Work: TNN-IDS: Transformer neural network-based intrusion detection system for MQTT-enabled 

IoT Networks [1] it says that the Internet of Things (IoT) connects smart devices globally, but its openness 

makes it vulnerable to security threats. MQTT, a popular protocol in IoT, faces risks like eavesdropping and 

attacks. To counter this, a Transformer Neural Network-based Intrusion Detection System (TNN-IDS) was 

developed. TNN-IDS harnesses Transformer NN's parallel processing, boosting the detection of malicious 

activities in MQTT-enabled IoT networks. Compared to other systems, TNN-IDS showcases superior 

performance, achieving a remarkable 99.9% accuracy in spotting threats. This innovation marks a significant 

step in fortifying IoT security, potentially ensuring safer data handling in these interconnected networks. 

Metaverse-IDS: Deep learning-based intrusion detection system for Metaverse-IoT networks  The fusion of 

the metaverse and the Internet of Things (IoT) heralds a new era of interconnected, virtual networks. This 

convergence promises to create meaningful links between physical and virtual spaces, allowing real-time data 

processing and analysis. 

Yet, the amalgamation of these networks brings forth a multitude of security and privacy risks. Addressing 

these concerns, a groundbreaking intrusion detection system (IDS) model has emerged, utilizing cutting-edge 

deep learning techniques. This IDS model employs Kernel Principal Component Analysis (KPCA) for 

extracting attack features and Convolutional Neural Networks (CNN) for recognizing and classifying attacks 

within the metaverse-IoT communication landscape. 

Extensive evaluation using industry-standard datasets like BoT-IoT and ToN-IoT, encompassing various IoT 

attacks relevant to metaverse-IoT interactions, showcased the IDS's prowess. It successfully identified 12 

distinct attack classes, boasting an impressive accuracy rate while maintaining a low False Negative Rate 

(FNR). 

Comparative analysis against existing models revealed the superior performance of this IDS, highlighting its 

potential as a robust solution for fortifying the security posture of interconnected metaverse-IoT networks. 

This innovative approach marks a significant leap forward in safeguarding the integrity and safety of these 

complex, interwoven realms.  
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An optimized Intrusion Detection Framework using Deep Transfer Learning and Genetic Algorithm [3] In 

the realm of the Industrial Internet of Things (IIoT), the escalating vulnerability to cyber threats demands 

advanced Intrusion Detection Systems (IDSs). Our research contributes to cybersecurity by introducing an 

optimized IDS based on Deep Transfer Learning (DTL), tailored for diverse IIoT networks. Our framework 

leverages Convolutional Neural Networks (CNNs), Genetic Algorithms (GA), and ensemble techniques in a 

tri-layer architecture. First, we convert the Edge_IIoTset dataset into image data for CNN-based analysis. 

Next, GA fine-tunes model hyperparameters, enhancing adaptability. Finally, ensemble techniques merge top-

performing models, fortifying IDS robustness. Rigorous evaluation validated our framework, achieving 100% 

attack detection accuracy against 14 cyberattack types. This showcases its efficacy in bolstering security for 

IIoT networks, offering crucial insights for future adaptive IDS development. 

New automatic (IDS) in IoTs with artificial intelligence technique [4] the use of Wireless Sensor Networks 

(WSNs) has expanded across surveillance, monitoring, and home automation, with applications in industries. 

However, WSNs face unique challenges, notably security issues. Intrusion Detection Systems (IDS) and 

Security Information and Event Management (SIEM) systems play key roles in monitoring and alerting for 

unauthorized access or breaches. 

Securing these networks from attacks exploiting IoT devices has led to the exploration of Artificial 

Intelligence (AI) for packet analysis and pattern recognition. However, resource limitations on IoT devices 

hinder the implementation of complex AI methods like Artificial Neural Networks (ANNs) for Intrusion 

Detection due to their computational demands. 

 

Yet, innovative approaches like Neuro-Evolution for Augmenting Topology (NEAT) using Genetic 

Algorithms show promise in optimizing neural networks for Reinforcement Learning environments with 

reduced complexity but high performance. The study presented four automatic systems addressing these 

challenges and proposed solutions. It involved an introduction, surveying related techniques, developing a 

prototype, and concluding with validation using a common dataset to assess results. Intrusion detection system 

using transformer-based transfer learning for imbalanced network traffic [5] The IDS-INT system 

revolutionizes network intrusion detection by merging transformer-based transfer learning, SMOTE for data 

balance, and a CNN-LSTM hybrid model. It meticulously captures attack details, employs cutting-edge 

learning methods, and extracts deep features to spot and categorize attacks. Through rigorous testing on 

established datasets and a commitment to explainable AI, IDS-INT offers a powerful, transparent solution for 

safeguarding against network threats. 

 

METHODOLOGY: 

Random Forest Classifier: It is a powerful machine learning technique used for both classification and 

regression tasks.  

 

 
Figure 1: generative structure random forest classifier. 
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● Bagging (Bootstrap Aggregating) 
Random Forests use bagging to create different subsets of the training data. 

● Bootstrap Sample: For each tree, a random sample (with replacement) of the training set is taken. If 

the training set has n samples, the bootstrap sample will also have n samples, but some will be 

repeated, and some original samples will be missing. 

● Random Feature Selection 
To add randomness, each tree is allowed to use only a random subset of features for splitting at each node. 

This ensures the trees are diverse. 

● If there are mmm features in total, a typical choice is to use √𝑚 features for classification tasks and 

m/3 features for regression tasks. 

● Constructing the Forest 

           Training: Repeat the following for B trees: 

o Create a bootstrap sample from the training data. 
o Grow a decision tree from the bootstrap sample. At each node, select the best split from a 

random subset of features. 
o Continue splitting until a stopping criterion (e.g., maximum depth or minimum samples per 

leaf) is met. 

      Prediction: 

o For classification: Each tree gives a class prediction, and the forest predicts the class with the 

most votes (majority voting). 
o For regression: Each tree gives a numerical prediction, and the forest predicts the average of 

these predictions. 

 
Figure 2: Random Forest Classifier 
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Random forests are a powerful ensemble learning method used for classification, regression, and other 

predictive tasks. They function by constructing a multitude of decision trees during the training phase and 

outputting either the mode of the classes (in classification) or the average prediction (in regression) from these 

individual trees. The process begins with bootstrap sampling, where multiple subsets of the training data are 

created through random sampling with replacement. For each of these subsets, a decision tree is constructed, 

but rather than considering all features at each node, only a random subset of features is selected, and the best 

split is chosen from this subset. This introduction of randomness helps in reducing overfitting and ensures 

that the trees in the forest are diverse[10]. 

 

Figure 3: Threshold Curve and Cost/Benefit Curve 

 

Figure 4: Cost Curve of Random Forest classifier 

One of the key advantages of random forests is their ability to aggregate the predictions of multiple trees, thus 

reducing the risk of overfitting that individual decision trees often face. The random selection of features at 

each split, known as the random subspace method, contributes to this by ensuring the trees are less correlated. 

Additionally, the out-of-bag (OOB) error method provides an unbiased estimate of the prediction error. Since 

each tree is trained on different data subsets, the data not included in the bootstrap sample can be used for 

validation, serving as a built-in cross-validation mechanism. Random forests are widely applied in various 

fields for tasks such as classification and regression due to their robustness and effectiveness[18]. By 

leveraging the strengths of multiple decision trees, they offer improved accuracy and generalization compared 

to single-tree models, making them a go-to choice for many predictive modelling challenges. They are great 

for handling large datasets, dealing with missing values, and avoiding overfitting that might occur with a 

single decision tree. They have found applications in various fields such as finance, healthcare, and image 

recognition due to their accuracy and versatility. Random forests, a versatile and robust ensemble learning 

method, find extensive applications across diverse real-world domains. Healthcare leverages their predictive 

capabilities for disease diagnosis and prognosis, where they analyse patient data to predict the likelihood of 
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various illnesses such as diabetes, cancer, or cardiovascular conditions. Moreover, in medical imaging, 

random forests aid in the classification of images to detect anomalies like tumours, aiding in early diagnosis 

and treatment planning. 

Decision Trees: A decision tree is the fundamental building block of a random forest. It splits the data based 

on feature values to create branches, leading to decisions or classifications. Decision Trees are hierarchical 

structures that recursively partition the data space into smaller regions based on feature values. They are 

popular due to their simplicity and interpretability, as they mimic human decision-making processes[19]. A 

decision tree consists of nodes, branches, and leaves: 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 5: Tree view of our proposed Decision Tree. 

 

● Nodes: Represent decision points based on feature values. 
● Branches: Connect nodes and represent the decision outcomes. 
● Leaves (or terminal nodes): Represent the final decision or outcome. 

 
Figure 6: Mathematical Foundation of Decision Tree. 

 

Decision Tree Construction 

1. Splitting Criteria 

At each node of a decision tree, a splitting criterion is used to decide how to split the data into subgroups. 

The commonly used criteria include: 

● Gini Impurity: Measures the impurity or disorder in a node for classification tasks. 
● Entropy: Measures the information gain in a node for classification tasks. 
● Variance Reduction: Measures the reduction in variance for regression tasks. 

2. Recursive Partitioning 

The tree grows recursively by splitting nodes until a stopping criterion is met, such as: 

● Maximum depth of the tree. 
● Minimum number of samples required to split a node. 
● Minimum number of samples required to be at a leaf node. 
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3. Handling Categorical and Numerical Data 

Decision trees can handle both categorical and numerical data: 

● Categorical Data: Splitting is based on equality or inequality. 
● Numerical Data: Splitting is based on thresholds. 

4. Tree Pruning 

To prevent overfitting, decision trees can be pruned after construction: 

● Pre-pruning: Stop growing the tree early (e.g., based on depth or minimum samples per leaf). 
● Post-pruning (or Pruning): Remove nodes or branches that do not provide additional predictive 

power. 

 

 

 

 

 

Figure 7: Visualized Cost Curve Anomaly 

Advantages of Decision Trees 

1. Interpretability: Easy to understand and interpret, suitable for non-experts. 

2. Handling Non-linear Relationships: Can capture complex relationships between features and the 

target variable. 

3. Handling Mixed Data Types: Can handle both numerical and categorical data without requiring 

preprocessing. 

4. Feature Selection: Automatically selects important features for decision-making. 

5. Scalability: Efficient for small to medium-sized datasets and quick to train. 

Disadvantages of Decision Trees 

1. Overfitting: Prone to overfitting, especially with deep trees and noisy data. 

2. Instability: Small variations in the data can lead to different tree structures. 

3. Bias Towards Dominant Classes: In classification, can create biased trees if one class dominates. 

4. Difficulty in Capturing Linear Relationships: May not perform well with linearly separable data. 

Evaluating Decision Trees 

1. Metrics for Classification 

● Accuracy: Proportion of correct predictions. 
● Precision and Recall: Trade-offs between false positives and false negatives. 
● F1-score: Harmonic mean of precision and recall. 
● Confusion Matrix: Summary of true positives, true negatives, false positives, and false negatives. 

2. Metrics for Regression 

● Mean Absolute Error (MAE): Average of absolute differences between predicted and actual values. 
● Mean Squared Error (MSE): Average of squared differences between predicted and actual values. 
● R-squared (Coefficient of Determination): Proportion of the variance in the dependent variable that 

is predictable. 

Support Vector Machine: Support Vector Machines (SVMs) are powerful supervised learning models used 

for both classification and regression tasks. They aim to find the optimal hyperplane that best separates 

different classes in the input space[20]. Some important factor of SVM is given bellow: 
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⮚ Optimal Hyperplane: SVMs aim to find the hyperplane that best separates different classes in 

the input space. In a binary classification scenario, this hyperplane maximizes the margin, 

which is the distance between the hyperplane and the nearest data points from each class 

(support vectors). Maximizing this margin aids in better generalization and reduces the risk of 

overfitting. 
⮚ Support Vectors: These are the data points closest to the hyperplane and significantly influence 

its position and orientation. They are crucial in defining the decision boundary and determining 

the optimal hyperplane. SVMs primarily rely on these support vectors to make classifications. 
⮚ Kernel Trick: SVMs can handle non-linearly separable data by using kernel functions. Popular 

kernel functions like polynomial, radial basis function (RBF), or sigmoid enable SVMs to 

handle complex decision boundaries in the original feature space. 

 

 

 

 

 

 

Figure 8: Pictorial representation of Proposed SVM. 

The training of SVMs involves finding the optimal hyperplane by solving an optimization problem. This 

problem aims to maximize the margin while minimizing classification errors (soft margin SVM) or allowing 

for some misclassifications based on a chosen penalty (C parameter in the soft margin SVM). Techniques like 

quadratic programming are often used to solve this optimization problem efficiently[11]. 

Strengths and Applications: 

● High-Dimensional Spaces: SVMs excel in scenarios where the number of dimensions is greater than 

the number of samples, making them suitable for text classification, image recognition, and genomic 

data analysis where feature spaces can be high-dimensional. 

● Robustness: Due to the emphasis on maximizing the margin, SVMs tend to be robust against outliers 

in the training data. 

● Versatility: They can handle both linear and non-linear decision boundaries using appropriate kernel 

functions. 

● Resistance to Outliers: Random forests are robust to outliers and noisy data due to the averaging of 

predictions from multiple trees. Outliers have minimal impact on the overall model performance, 

making random forests suitable for datasets with varying degrees of data quality. 

● Handle large datasets: Random forests can effectively handle large datasets with high dimensionality. 

They are parallelizable and can be trained efficiently on multi-core processors, making them suitable 

for big data applications. 
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Challenges: 

● Computational Complexity: Training SVMs can become computationally expensive, especially with 

large datasets, as the time complexity scales with the square of the dataset size. 

● Choosing the Right Kernel: Selecting the appropriate kernel and its parameters is crucial, and this 

choice can significantly impact the model's performance. 

● Scalability: SVMs may not scale well to large datasets due to their computational complexity. 

Techniques like stochastic gradient descent (SGD) or using linear SVMs with approximate kernel 

methods are often employed to handle large-scale data. 

● Kernel Section: Choosing an appropriate kernel function is crucial for achieving good performance 

with SVMs. However, selecting the right kernel can be challenging, as different kernels may perform 

differently depending on the dataset and problem at hand[12]. 

SVMs have been widely applied in various domains, including but not limited to text and sentiment analysis, 

bioinformatics, image recognition, and financial forecasting due to their flexibility, robustness, and ability to 

handle diverse data types and complexities. Support Vector Machines (SVMs) are a powerful class of 

supervised learning algorithms used for classification, regression, and outlier detection tasks. They are 

particularly well-suited for scenarios where the data is high-dimensional and the number of features exceeds 

the number of samples[13]. 

Confusion matrix: A confusion matrix is an essential tool in the realm of machine learning and statistical 

classification. It provides a comprehensive understanding of how well a classification model performs, 

especially in distinguishing between different classes. The matrix contrasts the actual target values with the 

model’s predictions, enabling a clear view of how many instances were classified correctly and incorrectly. 

The confusion matrix is essentially a table that allows us to evaluate the performance of a classification model. 

It looks like this: 

1. True Positive (TP): The number of instances correctly predicted as positive. 

2. False Positive (FP): The number of instances incorrectly predicted as positive. 

3. True Negative (TN): The number of instances correctly predicted as negative. 

4. False Negative (FN): The number of instances incorrectly predicted as negative. 

For instance, in a medical diagnostic test where the task is to identify whether a patient has a disease (positive) 

or not (negative), the confusion matrix helps in understanding how many true cases were correctly identified, 

how many were missed, and how many false alarms were raised. The confusion matrix is significant for 

several reasons[14]:  

Comprehensive Evaluation: It provides a complete picture of how the model is performing by showing not 

just the accuracy, but also where the model is making errors. 

1. Error Analysis: By examining the confusion matrix, one can identify specific areas where the model 

struggles, such as a particular class that is frequently misclassified[15]. 

2. Metric Derivation: Various performance metrics like accuracy, precision, recall, specificity, and the 

F1 score are derived from the confusion matrix, offering a nuanced evaluation of the model. 

3. Improvement Insights: Insights from the confusion matrix can guide improvements in the model, such 

as adjusting thresholds, tuning parameters, or collecting more data for specific classes. 
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Metrics Derived from the Confusion Matrix 

Several important metrics can be calculated from the confusion matrix, each offering unique insights into the 

performance of the classification model[16]. 

Accuracy: The proportion of true results (both true positives and true negatives) among the total number of 

cases examined. 

Accuracy= 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

                     

 Accuracy measures the overall correctness of the model's predictions. 

Precision: 

Precision=
𝑇𝑃

𝑇𝑃+𝐹𝑃
  

Precision measures the proportion of true positive predictions out of all positive predictions made by the 

model. 

 

Recall (Sensitivity or True Positive Rate): 

Recall=
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

Recall measures the proportion of true positives that were correctly identified by the model. 

Specificity (True Negative Rate):  

Specificity=
𝑇𝑁

𝑇𝑁+𝐹𝑃
 

 Specificity measures the proportion of true negatives that were correctly identified by the model. 

F1-Score:  

F1-Score=2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 

The F1-score is the harmonic mean of precision and recall and provides a balanced assessment of the model's 

performance. 

Each cell in the confusion matrix corresponds to different classification outcomes, and these formulas allow 

us to derive important metrics that provide a deeper understanding of how well the model is performing in 

terms of its predictive accuracy and error types[17]. 

Let’s consider a detailed example to illustrate the application of the confusion matrix. 

Example Scenario: Fraud Detection 

Suppose we have developed a model to detect fraudulent transactions in a financial system. We test the model 

on a dataset of 10,000 transactions, with the following confusion matrix results: 
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From this matrix: 

● True Positives (TP) = 70 (Fraudulent transactions correctly identified) 

● False Positives (FP) = 20 (Legitimate transactions incorrectly identified as fraudulent) 

● True Negatives (TN) = 9880 (Legitimate transactions correctly identified) 

● False Negatives (FN) = 30 (Fraudulent transactions missed) 

We can now calculate the various performance metrics: 

Accuracy=
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

Precision=
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

Table 1: The hypothetical scores and calculations of our proposed model. 

Threshold TP FP TN FN TPR FPR 

0.0 100 900 0 0 1.00 1.00 

0.1 95 200 700 5 0.95 0.22 

0.2 90 100 800 10 0.90 0.11 

0.3 85 50 850 15 0.85 0.06 

0.4 80 20 880 20 0.80 0.02 

0.5 75 10 890 25 0.75 0.01 

0.6 70 5 895 30 0.70 0.01 

0.7 65 3 897 35 0.65 0.003 

0.8 60 1 899 40 0.60 0.001 

0.9 50 0 900 50 0.50 0.00 

1.0 0 0 900 100 0.00 0.00 

Statistical Analysis:  

The project on IDS (Intrusion Detection System) comprises of various statistical point of view through which 

we can easily demonstrate the working of our Project on IDS. Using WEKA, we trained our dataset(80percent) 

and rest 20 percent for testing. After training and testing we found accuracy to be approx. 99%. In this process 

we found various statistical point of view, here some of them are listed below: 

Figure 9: Random forest summary using WEKA 
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Figure 10: Plot (Area under ROC =1)  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11: Threshold Curve (anomaly) 

Figure 12:Visual Threshold Curve Anomaly 
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Conclusion and Future work 

In an era where computer networks underpin virtually all aspects of modern life, their security has become a 

paramount concern. Consequently, robust countermeasures such as encryption, regular software updates, 

network segmentation, and user education are critical in mitigating these risks. Among these defences, the 

Intrusion Detection System (IDS) emerges as a pivotal component, providing real-time surveillance and 

analysis of network activities to detect and thwart malicious actions. By delving into the NSL-KDD dataset, 

we have explored the efficacy of various classification algorithms in identifying different types of 

cyberattacks, namely DoS, Probe, U2R, and R2L. The comprehensive analysis has yielded insights into the 

performance of these algorithms, highlighting their strengths and computational efficiencies. This meticulous 

approach ensures that IDS can be fine-tuned to enhance detection capabilities, thereby fortifying network 

defences. The findings of this research underscore the critical need for a multi-layered defence strategy in 

cybersecurity. Furthermore, the continuous evolution of cyber threats necessitates an adaptive and proactive 

security posture, integrating advanced machine learning techniques and real-time analytics to stay ahead of 

potential attacks. Ultimately, the integration of a robust IDS within network infrastructures not only bolsters 

security but also ensures compliance with regulatory standards, enhances user trust, and preserves the 

fundamental integrity of digital communications. As cyber threats continue to evolve, the ongoing refinement 

of IDS and other security mechanisms will be essential in safeguarding the digital backbone of our globalized 

society. This study contributes to the broader understanding of intrusion detection systems, providing a 

foundation for future research and development aimed at enhancing network security in an increasingly 

interconnected world. Through continuous vigilance and innovative security solutions, we can protect the 

invaluable data and communication networks that drive progress and connectivity in the modern era. 

In future our aim is to apply some hybrid deep learning technique to get better accuracy and provides the 

novel approach for IDS. 
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