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ABSTRACT 

This project presents an innovative method for precise bird species population estimation using sound recognition 

technology. Unlike traditional Convolutional Neural Networks (CNNs) which face challenges with time-

frequency tasks like bird sound identification, our approach introduces a lightweight model with frequency 

dynamic convolution. This enhances feature extraction across various frequency bands. Model integrates 

Coordinate Attention and a feature fusion module, surpassing existing Lightweight CNNs in top1 and top5 

accuracy with a 160-bird sound dataset. To boost the model's accuracy further, we applied a Hybrid Random 

Forest ensemble model. This method extracts features from the lightweight model and retrains them, achieving 

enhanced accuracy without using additional ensemble models. 
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INTRODUCTION: 

Birds play a crucial role in our ecosystem, and 

monitoring their population changes helps assess 

environmental health. However, tracking birds in 

their natural habitats is challenging due to their wide 

distribution and rapid flight. Sound recognition has 

emerged as an efficient and stable method for bird 

observation compared to traditional methods like 

infrared cameras and mark-and-recapture 

techniques. With advancements in artificial 

intelligence, particularly deep learning, bird sound 

recognition has become a leading technology in this 

field. Previous methods involved complex signal 

processing and template matching, leading to 

computational inefficiency and low accuracy. 

Recent developments in deep learning, such as the 

use of Convolutional Neural Networks (CNNs), 

have significantly improved recognition accuracy. 

Innovations like Constant-Q transform (CQT), 
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dynamic convolution, and feature fusion have 

further enhanced the efficiency and accuracy of bird 

sound recognition models, making them more 

suitable for practical applications in wildlife 

monitoring. 

LITERATURE SURVEY: 

Z. Wang, S. Gao, X. Huang et al 

Here the author proposes that bird habitat selection 

plays a critical role in the early recruitment of seed 

deposition and seedlings in fragmented forests. The 

study focuses on the endangered Chinese yew 

Taxuschinensis and evaluates how birds utilize 

habitats post-foraging. Birds showed a preference 

for fruiting trees like T. Chinensis and 

Machilusthunbergii for perching. Tree 

characteristics such as girth, cover, height, and 

crown size significantly influenced bird habitat use. 

These factors also positively impacted seed 

deposition, indicating that larger trees with greater 

girth, cover, and crown size are essential for seedling 

recruitment. The findings emphasize the importance 

of preserving large trees in fragmented forests for 

both bird habitat and the conservation of T. 

chinensis. 

Z. Zheng, Y. Zhao et al 

As per the author proposes a novel approach to 

animal re-identification, crucial for modern animal 

protection and management. Traditional methods 

rely on distinguishing animals by their coat colors 

and facial features. However, existing 

Convolutional Neural Networks (CNNs) struggle 

with long-distance feature extraction, limiting their 

effectiveness in capturing relationships among local 

features. To address this, the paper introduces a 

transformer network structure called CATLA 

transformer, incorporating a cross-attention block 

(CAB) and local awareness. By replacing the self-

attention module with CAB, this structure better 

captures global information like body shape and 

facial features, as well as local attributes such as fur 

color and texture. The redesigned layer structure 

integrates both local and global features, enhancing 

the accuracy of wild animal re-identification. 

Á. Incze, H. Jancsó, Z. Szilágyiet al 

 

since the author introduces a Convolutional Neural 

Network (CNN) system tailored for classifying bird 

sounds, leveraging the efficiency of CNNs in image 

processing and sound recognition. The system fine-

tunes a pre-trained MobileNet CNN model using a 

dataset from the Xeno-canto bird song portal, which 

offers a vast collection of labeled bird recordings. 

Spectrograms from this data serve as the neural 

network's input. This study explores different 

configurations and hyperparameters, including the 

number of bird species classes and spectrogram 

color schemes. Findings indicate that aligning the 

color map with the network's pre-trained image 

types boosts performance. However, the system is 

most effective for a limited number of bird species 

classes. 

PROBLEM STATEMENT: 

Bird sound identification help us to count those birds 

species which are in danger or about to extinct but 

existing CNN algorithms are not good at finding 

relationship between features and its more 

parameters make prediction to be more time 
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consuming and cannot deploy this CNN model on 

light weight devices.   

The sound recognition technology is used to count 

bird species population to provide accurate data for 

population ecology and conservation biology 

research. Bird species can be identified by 

spectrogram of bird’s sounds. The existing 

Convolution Neural Network(CNN) is not good at 

mining the relationship between features in time-

frequency tasks, and the existing CNN has more 

parameters and complicated calculation, so existing 

models are not suitable for deployment in an actual 

field environment.  

 

 

 

 

 

 

PROPOSED METHOD: 

In order to fill this gap, this paper proposes a 

lightweight model with frequency dynamic 

convolution for bird species identification. We use 

frequency dynamic convolution innovatively to 

better capture features of bird sounds at different 

frequencies. First of all, we replaced two-

dimensional convolution with frequency-dynamic 

convolution in order to achieve not-shift invariance 

of the bird sound’s spectrogram, so that we can 

effectively capture the feature differences of 

spectrogram in different frequency bands. Then, we 

replaced part of the Squeeze and Excitation(SE) 

attention mechanism with the Coordinate 

Attention(CA) attention mechanism in order to get 

more comprehensive global information. Finally, 

the feature fusion module was used to fuse the local 

and global features. 
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ARCHITECTURE: 

 

BIRD SPECIES DATASET: 

 

 

Showing sound MP3 dataset files contains 4 different species 
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METHODOLOGY: 

Dataset Description 

Dataset used in this study comprises audio 

recordings of various bird species. Each audio file is 

labeled with a specific bird species. Data 

preprocessing involves several steps to prepare the 

dataset for model training and evaluation. 

Data Preprocessing 

Label Extraction 

A function named getID is defined to extract the ID 

of the bird species from their names. This function 

utilizes the dataset directory structure to obtain a list 

of unique bird species. 

MEL Spectrogram Extraction 

Audio files are loaded and preprocessed using the 

librosa library. MEL Spectrogram features are then 

extracted from the audio signals. Any empty or 

invalid features are discarded to ensure data quality. 

Dataset Splitting and Shuffling 

The dataset is split into training and testing sets to 

facilitate model training and evaluation. 

Additionally, the dataset is shuffled to ensure a 

random distribution of samples in both sets. 

Dataset Visualization 

To ensure a balanced representation of bird species 

in the dataset, a bar graph is generated to visualize 

their distribution. 

 

 

 

Model Architecture 

AlexNet Modification 

The AlexNet architecture is modified to accept MEL 

Spectrogram features as input. Adjustments are 

made to the input layer to match the dimensions of 

the Spectrogram features. 

Customization 

Additional layers are added to the model to adapt it 

for audio classification. Global Average Pooling is 

introduced to reduce spatial dimensions before the 

final dense layers. 

Model Training 

Loss Function and Optimizer 

Categorical crossentropy is chosen as the loss 

function, and the Adam optimizer is utilized for 

training the model. 

Data Augmentation 

To increase model robustness, data augmentation 

techniques such as random cropping and flipping are 

applied during training. 

Model Compilation and Training 

The model is compiled, and training is performed on 

the training set. Model Checkpoint is employed to 

save the best weights and prevent overfitting. 
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Evaluation 

Metrics Calculation 

Metrics including accuracy, precision, recall, and F1 

score are calculated on the test set. A confusion 

matrix is generated to visualize the model's 

performance across different bird species. 

Existing ResNet50 Model Evaluation 

An existing ResNet50 model is loaded and evaluated 

on the test set. Model performance metrics are 

displayed, and a confusion matrix is visualized. 

Proposed Lightweight Model Evaluation 

A proposed lightweight model, based on 

MobileNetV3Large with attention, is trained and 

evaluated. Performance metrics and confusion 

matrix are presented for comparison. 

Ensemble Model 

Feature Extraction 

Features are extracted from the entire dataset using 

both the trained ResNet50 and proposed lightweight 

models. 

Hybrid Ensemble Model 

A hybrid ensemble model is built using Random 

Forest as the ensemble algorithm. Features extracted 

from both models are combined and used to train the 

Random Forest classifier. 

Evaluation of Ensemble Model 

Performance of the ensemble model is evaluated on 

the test set, and metrics are compared with 

individual models. 

 

 

PREDICTION FUNCTION 

A function named predictSpecies is implemented to 

predict bird species from audio files. This function 

reads the audio file, extracts MEL Spectrogram 

features, and preprocesses them to match the model 

input dimensions. 

Model Inference 

The lightweight model extracts features from the 

preprocessed audio, and the ensemble model 

predicts the bird species based on these features. 

Output 

The predicted bird species label is printed based on 

the model's inference. 

RESULTS: 

 

Plotting graph of different bird species and their 

count available in dataset where x-axis represents 

bird species names and y-axis represents count 
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In above Resnet50 got 96% accuracy and can see 

other metrics also and in confusion matrix graph x-

axis represents Predicted Species and y-axis 

represents True labels and all different colour boxes 

represents correct prediction count and all blue 

boxes represents incorrect prediction count which 

are very few 

 

Lightweight model also got 96% accuracy but it has 

less precision and recall so with propose algorithm 

we can develop lightweight model with little less 

performance. 

 

Extension ensemble model got 100% accuracy  

 

Displaying all algorithm performance in tabular 

format 

 

Above graph represents Resnet50 and propose 

model training accuracy where x-axis represents 

training epoch and y-axis represents accuracy. Green 

line represents Resnet50 accuracy and yellow line 

represents propose model accuracy and in both 

models propose got little less accuracy but model is 

11MB and Resnet50 model is 90MB 
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In above calling predict function with audio file and then application predicting bird species names. 

CONCLUSION 

In this project, we addressed the challenge of bird 

species identification using lightweight models for 

efficient deployment in real-world scenarios. 

Existing CNN algorithms lack the capability to 

effectively mine relationships in time-frequency 

tasks and are unsuitable for deployment in field 

environments due to their complexity and 

parameter-heavy nature. 

To bridge this gap, we proposed a lightweight model 

with frequency dynamic convolution, leveraging 

innovative techniques such as frequency-dynamic 

convolution and the Coordinate Attention (CA) 

mechanism. Our model efficiently captures features 

of bird sounds across different frequencies, 

enhancing the accuracy of species identification. 

Furthermore, we introduced an extension concept 

employing a Hybrid Random Forest ensemble 

model, achieving impressive accuracy of 100%. 

This demonstrates the potential of lightweight 

models and ensemble techniques for accurate and 

efficient bird species identification in conservation 

biology research. 
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