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Abstract:  Fast and automatic detection of airports from remote sensing images is useful for many military 

and civilian applications. In this paper, a fast automatic detection method is proposed to detect airports from 

remote sensing images based on convolutional neural networks algorithm. This method first applies a 

convolutional neural network to generate candidate airport regions. Based on the features extracted from 

these proposals, it then uses another convolutional neural network to perform airport detection. By taking 

the typical elongated linear geometric shape of airports into consideration, some specific improvements to 

the method are proposed. These approaches successfully improve the quality of positive samples and 

achieve a better accuracy in the final detection results. Experimental results on an airport dataset, Landsat 8 

images, and a Gaofen-1 satellite scene demonstrate the effectiveness and efficiency of the proposed method.  

 

 

Index Terms - Airport detection; Convolutional Neural Network. 

 

1.   INTRODUCATION 

 

Airports are important structures from both economic and military perspective. Economically, as 

fundamental cargo and passenger transportation stations, airports serve to attract and retain businesses with 

national and global ties. Therefore, air- ports are a major force in the local, regional, national and global 

economy, becoming increasingly significant in terms of financial reasons. 

The military airports, i.e. airbases, are also critical strategic targets considering the importance of the 

aviation branch of a nation’s defense forces. Airbases are used for not only take-off and landing of 

crucial bomber and fighter units, but also conse- quential support operations such as strategic and tactical 

airlift, combat airdrop and medical evacuation, promoting the worth of airports. From this point of view, 

http://www.ijcrt.org/


www.ijcrt.org                                                          © 2024 IJCRT | Volume 12, Issue 4 April 2024 | ISSN: 2320-2882 

IJCRT2404658 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org f715 
 

automatic detection of airports can provide vital intelligence to take well-timed military measures in a state 

of war.  

The technological improvements on both computational hardware and pattern recognition techniques made 

identification of airports an attainable objective. Besides, increasing number of countries that have their own 

satellites renders the problem even more attractive, by the supplied unbiased data to investigate. 

 

 

 

2. PROPOSED DETECTION ALGORITHM  

 

 

In the machine learning area, CNNs have demonstrated a much better feature representation than traditional 

methods [21] and they have shown great potential in many visual applications. A CNN is formed by a stack 

of distinct layers, where each successive layer uses the output from the previous layer as input. These 

multiple layers make the network very expressive to learn relationships between inputs and outputs. By using 

an appropriate loss function on a set of labeled training data, which penalizes the deviation between the 

predicted and true labels, the weights of these layers can be obtained by supervised learning. In the following, 

we first introduce the network architecture of the proposed method for airport detection, and then present 

some specific improvement techniques of the proposed method. The flowchart of the proposed algorithm is 

shown in Figure. 
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Fig a. The Flowchart of the proposed algorithm 

The proposed runway detection method basically consists of two main stages, which are binary 

classification of regions based on textural properties, and analysis of these regions based on shape. In the 

first stage a coarse segmentation is done on the satellite image, in order to find candidate regions for airport 

runway, based on the textural properties. This segmentation is a binary segmentation, where regions are 

labeled as either “probably belongs to a runway” or “probably does not belong to a runway”. After this 

segmentation, only regions that possibly belong to a runway are considered and proceed to the second 

stage. In the second stage, a shape detection algorithm, which discovers long parallel line segments, is 

carried out on the “possibly runway” regions. These long parallel lines are considered as the identification 

marks of the two long sides of the elongated rectangle shape of the runway.  

 

3. DATASET  

 

Fig b. Dataset of 100 RSI 

4. EXPERIMENTAL RESULTS  

 

In this chapter, the experimental results obtained by running the proposed algorithm are given. These 

experimental results are carried out with a dataset, consisting of     78, large satellite images having sizes 

of 600 × 600 on average and resolution of 1 meter that are obtained using Google Earth software. 30 of 

these images are randomly selected for training of CNN and 48 of them are reserved for testing. Each 

image is divided into blocks of size 32 × 32 and in this way blocks are obtained for training. Each block 

of the training images is labeled as runway (positive) if more than half of its pixels belongs to main 

runway of an airport and labeled as non-runway (negative) if not. 
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Fig c. GUI of Proposed Work 

 

 

Fig d. Results of Proposed Work 

 

5. CONCLUSION  

 

Extracting all of the 100 features from a 600 x 600 image, takes approximately 115 minutes, where 

extracting the selected 26 unique features, which is the case for all of the images after training, takes 78 

minutes by using this system. Keeping the size   of the data and the platform in mind, algorithm 

performs fairly well. A performance improvement alternative is given in Section 5.1. It is also always 

possible to decide the number of features to be used with a trade off between performance and 

computation time, due to the scalability provided by CNN. After the training, all blocks of an image take 

approximately 5 seconds to be classified. 
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