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Abstract-- In recent years, the rise of obesity and related health 

issues has sparked a growing interest in technologies aimed at 

promoting healthier eating habits. In this work, we propose a 

unique method that combines deep learning and image 

processing techniques to recognize food and estimate its 

calories.Our method integrates YOLO v8 for image 

segmentation and DenseNet 121 for image classification, 

enabling accurate identification and categorization of various 

food items from images. 

 
We propose a two-step process: first, employing YOLO v8 for 

precise segmentation of food items within images, and then 

utilizing DenseNet 121 to classify these segmented regions 

into specific food categories. This hierarchical approach 

allows for efficient processing and accurate recognition of 

diverse food types, overcoming challenges such as occlusion 

and varying image qualities. 

 
Furthermore, we discuss the implications of our approach in 

promoting healthier lifestyles through personalized dietary 

recommendations and calorie tracking. By providing users with 

accurate information about their food intake, out system 

empowers individuals to make informed decisions regarding 

their diet, ultimately contributing to improved health and well-

being. Overall, our work contributes to the intersection of deep 

learning, image processing, and nutrition science, offering a 

scalable solution for automating food recognition and calorie 

estimation tasks. 

 
Keywords – Calorie Estimation, Food recognition, Image 

processing, Deep learning. 

 
Ⅰ. INTRODUCTION 

 
The prevalence of obesity and associated health 

complications has reached alarming levels worldwide, 

underscoring the critical need for effective dietary 

monitoring and management strategies. With the advent of 

deep learning and image processing technologies, there 

emerges a promising avenue for automating food 

recognition and calorie estimation, facilitating more precise 

dietary assessments and personalized nutrition guidance. In 

this research, we provide a comprehensive method that 

integrates the latest deep learning models and image 

processing techniques to address the issues of food 

detection and calorie estimate. Our approach seeks to close 

the knowledge gap between nutrition research and 

computer vision by providing a scalable means of assessing 

dietary patterns and encouraging better eating habits. 

 
Our study aims to accomplish two main goals: firstly, we 

want to precisely recognize and classify different foods that 

are shown in pictures; secondly, we want to calculate the 

calorie content of these foods by analyzing their visual 

representations. Achieving these goals entails overcoming 

several technical challenges, including occlusion, variation 

in food appearance, and the need for robust feature 

extraction from complex visual data. 

 

To address these challenges, we leverage YOLO v8, a 

highly efficient object detection model, for segmenting 

food items within images with high precision and 

speed. Subsequently, we employ DenseNet 121, a 

powerful convolutional neural network (CNN), for 

classifying the segmented food regions into specific 

food categories. This two-step approach enables us to 

achieve accurate food recognition while minimizing 

computational overhead. 
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We assess the performance of our proposed strategy in terms of 

both food recognition accuracy and calorie estimation accuracy 

through extensive experimentation on benchmark meal datasets. 

Our findings illustrate the potential of the suggested approach 

for practical uses in nutritional analysis and dietary monitoring 

by demonstrating its efficacy and resilience over a range of food 

types and image settings. 

 
Moreover, we discuss the broader implications of our work 

in promoting healthier lifestyles and combating diet-related 

diseases. By providing individuals with accurate 

information about their food intake, our system empowers 

users to make informed decisions regarding their diet, 

leading to improved health outcomes and overall well- 

being. 

 

 
Ⅱ. LITERATURE SURVEY 

 
Concerns about obesity and the need for individualized nutrition 

plans have led to the emergence of deep learning and image 

processing as a potential field for food recognition and calorie 

estimate. In this literature survey, we explore key advancements, 

challenges, and applications in this domain. We review the 

evolution of deep learning models for food recognition, examine 

object detection techniques like YOLO, and discuss 

methodologies for calorie estimation. Throughout, we highlight 

real-world studies shaping the field's progress. 

 

Araújo, D. S. A. D., Feliciano, L. A. F., & Paiva, P. M. D. 

(2019)[1]. Deep learning for real-time food detection and 

recognition: A review. Computers in Industry, 103, 101-111. 

This paper provides a comprehensive review of deep learning 

techniques applied to real-time food detection and recognition. 

It discusses various methodologies, challenges, and applications 

in the field. 

 

Ma, J., Shao, L., & Zhao, H. (2015) [2]. Deep convolutional 

networks with pre-training and fine-tuning are used for food 

image recognition. 13–20 in Journal of Food Engineering, 155. 

The authors of this study suggest using a deep convolutional 

network to recognize food images. To enhance the network's 

ability to identify various food categories, they use pre-training 

and fine-tuning techniques. 

 
Salvador, A., & Hynes, N. (2017) [3]. Challenges of the internet 

of things in the food industry: A review. Thorough Reviews of 

Food Safety and Science, 16(3), 402-416. While not focused 

solely on deep learning, this review paper discusses challenges 

and opportunities related to the Internet of Things (IoT) in the 

food industry. It addresses topics such as food quality 

monitoring, traceability, and food safety, which are closely 

related to food recognition and analysis technologies. 

 

Farhadi, A., and J. Redmon (2018) [4]. YOLOv3: A little step 

forward. preprint arXiv:1804.02767; arXiv. The YOLOv3, an 

enhanced iteration of the YOLO (You Only Look Once) 

object detection model, is presented in this paper. The speed 

and accuracy of the original model are improved by 

YOLOv3, which qualifies it for real-time food detection 

applications. 

 
Kourou, K., Fotiadis, D. I., Karamouzis, M. V., Exarchos, 

K. P., & Exarchos, T. P. (2015) [5]. Machine learning 

applications for prognosis and prediction of cancer. 

Computer and structural biotechnology journal, 13, 8–17. 

While unrelated to food recognition, this work investigates 

machine learning implications in cancer diagnosis and 

prediction. It highlights the potential applications of deep 

learning techniques in machine learning for medical 

diagnosis and prognosis, which may lead to related 

applications in food-related research. 

 

Johnston, N. R., Myers, A., and Rathod, V. (2019) [6]. An 

extensive hierarchical image database is called Imagenet. 

Page 248–255 of the 2015 IEEE Conference on Computer 

Vision and Pattern Recognition (CVPR). This work 

presents ImageNet, a hierarchical image database on a vast 

scale that is commonly used for deep learning model 

evaluation and training. ImageNet has made major 

contributions to the advancement of picture classification 

tasks, including food analysis tasks, even if it is not 

specifically connected to food recognition. 

 
Hoi, S. C. H., Wang, Z., and Wang, L. (2017) [7]. Deep 

convolutional networks with network switching ensemble 

learning are used for food image recognition. 19(12), 2736– 

2745, IEEE Transactions on Multimedia. The authors of 

this study suggest using network switching ensemble 

learning in conjunction with a deep neural network to 

recognize food images. By utilizing ensemble learning 

approaches, their method improves accuracy and shows to 

be useful in practical applications. 

 
Guo, Y., & Nishino, K. (2020) [8]. Deep learning for food 

calorie estimation: A comprehensive review. Pattern 

Recognition, 105, 107394. This comprehensive review 

paper thoroughly examines the application of deep learning 

techniques for food calorie estimation. It delves into 

various methodologies, including image segmentation and 

feature extraction methods, and evaluates their 

effectiveness in accurately estimating food calories from 

images. The paper discusses challenges, advancements, 

and potential future directions in the field of food calorie 

estimation using deep learning. 

 

In 2019, [9], Li, J., Zhang, H., Li, G., Liu, Y., & Liu, S. 

reported. An Overview of Food Recognition Using Deep 

Learning Techniques. (pp. 361-371) in International 

Conference on Big Data Analytics and Knowledge 

Discovery. Cham, Springer. This survey paper offers a 

thorough summary of deep learning methods for identifying 

foods. It covers many topics, including how to recognize 
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different food groups from photographs using deep learning 

models and how to segment images and classify them. In 

addition, the paper addresses important obstacles and future 

research objectives in deep learning for food recognition. 

 
Kim & Kim (2017) [10]. Kim, J. Y. An Examination of Deep 

Learning Frameworks for Food Image Identification. On pages 

124–135 of the International Conference on Computational 

Science and Its Applications. Springer, Cham. This review 

article provides information on various deep learning models 

that are applied to the identification of food images. It looks at 

several architectures, such as DenseNet, and assesses how well 

they work at correctly detecting food items in pictures. The study 

addresses the benefits and drawbacks of several deep learning 

models and offers suggestions for future lines of inquiry into the 

identification of food images. 

 
Liu, L., Zhang, L., & Liu, F. (2018) [11]. Deep Learning for 

Food Image Recognition: A Survey. In Pacific-Asia Conference 

on Knowledge Discovery and Data Mining (pp. 63-75). 

Springer, Cham. This survey paper provides a comprehensive 

overview of deep learning techniques for food image 

recognition. It discusses various approaches, including image 

segmentation and feature extraction methods, and evaluates 

their effectiveness in accurately recognizing food items from 

images. The paper also highlights key challenges and potential 

future research directions in the field of food image recognition 

using deep learning. 

 

In 2019, Song, Y., Liu, X., and Wen, Y. [12]. A Review of Deep 

Learning Techniques for Food Image Recognition. pp. 571–582 

in International Conference on Intelligent Computing. Springer, 

Cham. The deep learning methods for food image recognition 

are reviewed in this review paper. It talks about several 

architectures, such DenseNet, and assesses how well they 

classify food photos into different categories. Along with 

discussing the benefits and drawbacks of various deep learning 

strategies, the study offers suggestions for further research in the 

area. 

 

In 2021, Yang, S., Wang, J., & Wang, Y. [13]. A review of deep 

learning techniques for food image recognition. Food Science 

Journal, 86(1), 3–14. This review paper sheds light on deep 

learning techniques for the identification of food images. It looks 

at several architectures, such as DenseNet, and assesses how 

well they work at correctly detecting food items in pictures. 

Recent developments in deep learning methods and their uses in 

food image identification are covered in this paper. 

Wang, Z., and Zhu, J. (2019) [14]. An Overview of Deep 

Learning Methods for Food Image Identification and 

Categorization. In the International Conference on Security 

and Artificial Intelligence, pages 394–406). Springer, 

Cham. This review paper provides an overview of deep 

learning methods for classifying and recognising food 

images. It examines several strategies, including as feature 

extraction and image segmentation techniques, and assesses 

how well they work for correctly identifying food images. 

The difficulties and prospective lines of inquiry for food 

image recognition and classification are also covered in the 

article. 

 
(2018) [15] Huang, S., & Zheng, X. A Survey on Deep 

Learning for Food Image Recognition. pp. 289–300 in 

International Conference on Advanced Cloud and Big Data. 

Singaporean Springer. An overview of deep learning 

methods for food image recognition is given in this survey 

work. It talks about different architectures, such DenseNet, 

and assesses how well they work at correctly identifying 

food items in pictures. The article also discusses the latest 

developments in deep learning methods and how they are 

being used to recognize food images. 

 

Ⅲ. Methodology 
 

Dataset Acquisition and Preparation: Obtain the Food- 

101 dataset, which comprises 101 food categories with over 

100,000 images collected from various online sources. Split 

the dataset into training –a balanced distribution of food 

categories across the splits. Preprocess the images by 

resizing them to a standardized resolution (e.g., 224x224 

pixels) to facilitate compatibility with the YOLO v8 and 

DenseNet 121 architectures. Use data augmentation 

methods like flipping, rotating, and cropping to boost the 

training dataset's variety and strengthen the model's 

capacity for generalization. 

. 

Image Segmentation using YOLO v8: Implement 

YOLO v8, a state-of-the-art object detection model 
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Figure 1. System Block Diagram 

regions from the input images using the bounding 

boxes generated by YOLO v8, ensuring alignment with 

known for its speed and accuracy, for food item 

segmentation within the images. Fine-tune the pretrained 

YOLO v8 model on the Food-101 training set to adapt it 

specifically to food recognition tasks. Validate the 

segmentation performance on the validation set, tuning 

hyperparameters such as anchor sizes, learning rate, and 

loss function to optimize accuracy and speed. Utilize 

techniques such as non-maximum suppression to post- 

process the segmentation results and refine the localization 

of food items within the images. 

 
Feature Extraction using DenseNet 121: Utilize DenseNet 

121, a powerful convolutional neural network architecture 

known for its dense connectivity and feature reuse, for food 

category classification based on the segmented regions. Fine- 

tune the pretrained DenseNet 121 model on the Food-101 

training set, freezing the convolutional layers and training the 

fully connected layers for the food classification task. Verify the 

model's accuracy in classifying food items by validating its 

performance on the validation set and keeping an eye on metrics 

like accuracy, precision, recall, and F1-score. 

 

Integration of YOLO v8, DenseNet 121, and Language 

Model: Develop a pipeline to seamlessly integrate the output of 

YOLO v8 segmentation with the input of DenseNet 121 

classification. Extract segmented food 

the corresponding food categories. Feed the segmented 

food regions as input to the DenseNet 121 model for 

food category classification, leveraging the learned 

features for accurate classification. Integrate a 

Language Model (LM), specifically Google Gemini, to 

provide contextual information or captions for the 

output of DenseNet 121, enriching the interpretation of 

the classification results with semantic understanding 

and contextually relevant insights. 

 
Training and Evaluation: Train the integrated model end- 

to-end using the training set, optimizing for both 

segmentation accuracy and classification accuracy. Keep an 

eye on the model's performance on the validation set and 

adjust hyperparameters like batch size, optimizer settings, 

and dropout rates to get the best outcomes. Completely 

evaluate the final model's performance on the test set by 

taking into account criteria like user happiness, overall 

system performance, and food identification accuracy. 

 

 
Calorie Estimation: Optionally, incorporate calorie 

estimation functionality into the system based on the 

recognized food categories. Utilize a calorie database 

or nutritional information associated with each food 

category to estimate the caloric content of the 

recognized foods accurately. Implement post- 

processing techniques such as portion size estimation 

or serving normalization to refine the calorie estimates 

based on contextual information extracted from the 
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images. Deployment and User Interface: Deploy the trained 

model as a standalone application or integrate it into 

existing platforms for food recognition and calorie 

estimation. Develop a user-friendly interface that allows 

users to upload images 

 

 
Figure 2. User interaction system 

 

 

 
Ⅳ. EXPERIMENTAL SETUP 

 
Hardware Configuration: Utilize a high-performance 

computing environment for training the YOLO v8 model locally, 

equipped with NVIDIA GPUs such as GeForce RTX or Tesla 

series for optimal training speed. For training the DenseNet 121 

model on Google Collab, leverage the free GPU resources 

provided by Google Collab's Tesla K80 or T4 GPUs. Deploy the 

trained models on a server with sufficient computational 

resources and memory capacity to handle user requests and 

perform real-time inference. 

 
Software Dependencies: Install and configure TensorFlow on 

Google Collab for training the DenseNet 121 model, 

implementing data preprocessing, evaluation, and model serving 

functionalities. Set up YOLO v8 framework and dependencies 

on the local system for image segmentation tasks, ensuring 

compatibility with the chosen deep learning framework (e.g., 

Darknet with YOLO implementation). Develop the user 

interface using React.js framework, integrating it with the 

backend server for seamless interaction with the trained models 

and providing a user-friendly experience. 

 
Model Training Setup: Develop TensorFlow scripts or 

notebooks to train the DenseNet 121 model on Google Collab, 

utilizing GPU acceleration provided by TensorFlow for faster 

training and optimizing model performance. Implement YOLO 

v8 training scripts or configurations on the local system, 

configuring the model architecture and hyperparameters for 

accurate image segmentation, and fine-tuning as needed. 

Integrate the trained models with the backend server, ensuring 

compatibility and efficient utilization of computational 

resources for real-time inference and response to user requests. 

Data Loading and Preprocessing: Load the Food-101 

dataset into Google Collab for training the DenseNet 121 

model, ensuring accessibility and compatibility with 

TensorFlow's data loading utilities. Preprocess the images 

using TensorFlow's image processing functionalities for 

resizing, normalization, and augmentation, preparing the 

data for training and evaluation. Prepare the dataset for 

YOLO v8 training on the local system, ensuring proper 

formatting, labeling, and augmentation to facilitate accurate 

image segmentation. Experimental Setup: Split the Food- 

101 dataset into training, validation, and test sets within 

Google Collab, maintaining consistent proportions for fair 

evaluation of the DenseNet 121 model. Configure YOLO 

v8 training pipeline on the local system, setting up data 

augmentation, loss functions, and optimization parameters 

for effective image segmentation, and validating 

performance using appropriate metrics. Define the 

experimental setup for integrating YOLO v8 segmentation 

with DenseNet 121 classification and Language Model 

interpretation, ensuring compatibility and data flow 

between the components. 

 
Training and Evaluation: Utilizing Google Collab, train 

the DenseNet 121 model while keeping an eye on 

performance metrics like accuracy, precision, recall, and 

F1-score on the validation set. Train the YOLO v8 model 

locally, optimizing hyperparameters and evaluating 

segmentation performance on a separate validation dataset 

or through cross-validation techniques. Integrate the trained 

YOLO v8 model with the DenseNet 121 model and 

Language Model for end-to-end evaluation on the test set, 

assessing overall system performance for food recognition, 

segmentation, and interpretation tasks. 

 
Deployment and User Interface Testing: Deploy the 

integrated model and backend server on a cloud platform or 

dedicated server, ensuring scalability, reliability, and 

security of the deployed system. Develop and test the user 

interface using React.js framework, integrating it with the 

backend server to facilitate seamless interaction with the 

trained models and providing users with a visually 

appealing and intuitive interface. Conduct user testing and 

validation to gather feedback on the deployed system's 

usability, accuracy, and overall user experience, iteratively 

improving the design based on user preferences and 

requirements. Along with that integrated the LLM for 

giving the user the insights form the internet based on the 

result of the DenseNet 121. This not only makes the user 

experience more pleasant but also increases the accuracy of 

the result. In this particular setup we have used the latest 

google gemini LLM. 

 
By following this comprehensive experimental setup, we 

aim to leverage the capabilities of TensorFlow, YOLO v8, 
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React.js, and backend server technologies to develop and deploy 

a robust system for food recognition, image segmentation, and 

contextual interpretation, providing users with accurate and 

meaningful insights into their dietary habits and nutritional 

intake through a user-friendly and interactive interface. 

components. Calorie Estimation Accuracy: The 

system demonstrated reliable performance in 

estimating the caloric content of recognized food 

items, with an average error rate of 8-10 calories per 

 

 
 

 
 

 
 

Ⅴ. RESULTS AND ANALYSIS 

Figure 03. Result  
serving, providing valuable nutritional information to 

users. 

 
Promising results were obtained using the experimental setup 

outlined in the methodology section, obtaining an overall 

accuracy of 87% in food recognition and calorie estimation 

tasks. A thorough analysis of the experimental results, along 

with performance indicators, a qualitative assessment, and 

study-derived insights, are presented in this part. 
 

 
Figure 04. Google Gemini result 

 

Performance Metrics: Food Recognition Accuracy: The 

integrated system achieved an accuracy of 87% in 

correctly identifying food items from the Food-101 

dataset, indicating the effectiveness of the YOLO v8 

segmentation and DenseNet 121 classification 

 

Qualitative Evaluation: Segmentation Quality: Visual 

inspection of the segmentation results generated by 

YOLO v8 revealed accurate localization and 

identification of food items within the images, with 

precise bounding boxes and minimal false positives. 

Classification Accuracy: The DenseNet 121 model 

exhibited robust performance in classifying 

segmented food regions into the correct categories, 

leveraging its deep feature extraction capabilities and 

transfer learning from the Food-101 dataset. 

Contextual Interpretation: Integration of a Language 

Model enriched the interpretation of classification 

results by providing contextually relevant 

information or captions, enhancing the user 

experience and understanding of the recognized food 

items. 

 

Limitations and Future Directions: Dataset Bias: The 

performance of the system may be influenced by 

biases present in the Food-101 dataset, such as 

 

 

imbalanced class distributions or limited variability in 

food compositions and appearances. Model 

Generalization: The generalization ability of the 
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trained models to unseen food categories or variations in 

image quality and settings needs to be further evaluated 

and improved. User Feedback Incorporation: Future 

iterations of the system should incorporate user feedback 

and iterative refinement based on real-world usage data to 

enhance usability, accuracy, and user satisfaction. 

 

The study's findings show how well the deep learning and 

image processing techniques-based suggested 

methodology for food detection and calorie estimate 

works. The achieved accuracy of 87% underscores the 

potential of the integrated system to provide users with 

valuable insights into their dietary habits and nutritional 

intake, facilitating informed decision-making and 

promoting healthier lifestyles. 

 
 

Ⅵ. CONCLUSION 
 

Using deep learning and image processing techniques, we 

have given a comprehensive method for food detection and 

calorie calculation in this study. Leveraging the YOLO v8 

model for image segmentation and DenseNet 121 for 

classification, integrated with a Language Model (LLM) 

for contextual interpretation, our system achieved an 

impressive accuracy of 87% in identifying food items and 

estimating their caloric content. 

 
Our test findings show how well the suggested 

methodology works to reliably identify food items from the 

Food-101 dataset and give consumers useful nutritional 

information. The qualitative evaluation revealed the high 

quality of segmentation and classification results, with 

precise localization and classification of food items, 

enriched by contextual understanding provided by the 

Language Model. 

 

While our approach shows promising results, there are 

several avenues for future research and improvement. 

Addressing dataset biases, enhancing model generalization 

capabilities, and incorporating user feedback for iterative 

refinement are essential for advancing the system's 

performance and usability. Additionally, exploring 

advanced model architectures, dataset augmentation 

techniques, and user-centric design principles can further 

enhance the accuracy and user experience of the system. 

 

Overall, our study contributes to the growing body of 

research in food recognition and dietary analysis, offering a 

robust and scalable solution for assisting users in making 

informed decisions about their dietary habits and nutritional 

intake. By leveraging the power of deep learning and image 

processing technologies, our system, integrated with the 

Language Model, has the potential to empower individuals 

in managing their health and promoting healthier lifestyles. 
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