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Abstract:  During the past few years, the fields of computer vision and natural language processing has 
drawn more attention in the issue of automatically generating descriptive sentences for images, which is 
known as image captions.An image caption is a written description of an image that is widely used in 
programs that require information from images in a text format.Understanding the image’s semantics and 
being able to construct descriptive sentences with the right structures are necessary to generate image 
captions. Rapid progress in AI (Artificial Intelligence) has led numerous researchers to focus on the area of 
image captioning. By utilising advanced deep- learning techniques, large datasets, and computer power, a 
model can be built to efficiently generate captions. The model is trained to generate captions that describe 
the input image. To achieve this objective, the Encoder - Decoder model utilises two advanced deep learning 
algorithms: CNN (Convolutional Neural Network) and Transformers. Initially, feature extraction is 
performed, followed by generation of captions. For this task, a pre-trained CNN model, EfficientNetB0 is 
employed.The Flickr_8k dataset, which contains 8000 images and five different captions for each image, is 
used to train the model. 


Keywords - Caption generator, Transformers, CNN (Convolutional Neural Network), EfficientNetB0, 
Encoder - Decoder. 


I.INTRODUCTION


The human capacity for effortless verbal description of a scene is a wonder of language and thought. In the 
domain of artificial intelligence, it is extremely difficult to replicate this ability in machines. In an effort to 
close the gap between the linguistic and visual domains, image captioning—the process of automatically 
generating textual descriptions of images— has become a potent tool at the junction between natural 
language processing (NLP) and computer vision. The term "image caption generator" implies that our goal 
is to design the most effective mechanism that can produce grammatically and semantically correct captions 
for images. It has many different kinds of applications, including social media, image indexing, editing 
advice, applications for the blind, and other NLP applications. Utilising the Flickr 8k dataset, which 
comprises approximately 8000 sample photos with five captions each, we constructed the deep neural 
network and machine learning techniques based model. The process is divided into three stages: using 
Convolutional Neural Network to extract high-level visual features from the input image; using attention 
mechanisms in the Transformer Encoder to process the encoded visual feature information in parallel; and 
using the Transformer Decoder to generate the caption word by word. Transformers and CNN 
(Convolutional Neural Network) are the two effective tools utilised in this method of image captioning. 
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II. RELATED WORK


A. Image Caption Generation using Attention Mechanism :


Visual attention to English datasets has been used by a large number of researchers in the past. Two main 
forms of attention been implemented in encoder-decoder research: captioning images or videos. Semantic 
attention, or attention to words, is the term used to describe the first type of attention. The focus on images 
is the subject of spatial attention, which is the second type of attention. A visual attention model was first 
introduced in research on image captioning by Xu et al. [12]. They either used "soft" pooling, which takes 
the spatial qualities’ average and gives attentive weights to each variable, or "hard" pooling, which 
determines the region that is more likely to be attended.Additionally, when viewing the network, CNN's 
Channel-wise Attention and Spatial Attention were used [13]. In addition, Chen et al. [14] made use of 
visual attention when writing the picture captions. Additionally, to link the visual feature with the visual 
concepts and produce the picture description, a semantic attention model was employed in RNNs [15]. 


B. Image Caption Generation in Different Languages :


The attention-based mechanism is modified for caption generation, but most research for caption generation 
was carried out in English because most of the datasets are written in that language [1]. For the encoder 
portion of the captioning model, like the ConvNet, most of the studies used the VGG-16 [2]. But for the 
visual feature and BiLSTM, several researchers also used the pre-trained models like AlexNet [3], [9], or 
Residual Network (ResNet) [3]. Aside from English, other datasets were also created for other languages, 
including Chinese [4], [5], Japanese Yoshikawa [6], Arabic [10], Bahasa Indonesia in [11] (custom dataset 
that combines Flickr30k and MS COCO ), Indonesian Flickr30k [10], and the FEEH-ID Flickr8k's dataset 
[811]. 


C. Image Caption Using CNN and RNN :


[16] In this research, deep learning algorithms are utilised for image caption generation .Using this 
technique, natural phrases that ultimately describe the image are produced. Recurrent Neural Network 
(RNN) and CNN (Convolutional Neural Network) make up this paradigm. Sentence creation is done with 
RNN, and feature extraction from images is done with CNN. The model is trained so that when an input 
image is supplied, it produces captions that pretty much describe the image. Various datasets are used to 
assess the model's accuracy, further the smoothness or command of language that the algorithm learns from 
picture descriptions. These tests demonstrate that the model often provides precise descriptions for the input 
image. 


D. Image Caption Using CNN and LSTM :


[3]In this paper, a deep learning approach to model implementation for image captioning is presented. The 
model is separated into three phases, first being the image feature extraction. Using the Xception model, the 
features of the images were extracted during this phase. The dataset considered was Flickr_8k. The 
Sequence Processor, which handles text input by functioning as a word embedding layer, was the second 
stage. The rules for extracting the required features are contained in the embedded layer, which uses 
masking to ignore the other values. Subsequently, the network will be connected to LSTM So that it can 
caption images. Decoder was the final and third phase that was examined. In this stage, the model will apply 
a method to combine the image input extractor phase and the sequence processor phase. Next, it will be sent 
to neural layers, and the final output—the Dense layer—will generate the words needed for the caption over 
the language that was created from the typed information gathered from the Processor phase that is in the 
sequence. 
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III. METHODS AND EXPERIMENTAL DETAILS


A.Dataset


In this analysis, the standard Flickr8K dataset was used. With 8,092 images and five distinct captions that 
clearly describe the important entities and events, it's a new benchmark collection for sentence-based image 
description and search. Which we divide into 1,529 validation images and 6,114 training image. The 
photographs in the dataset were picked by hand from six distinct Flickr groups, and they primarily show a 
range of situations and scenarios rather than any famous persons or places. 


B.	 System Design


CNN are specialized deep neural networks that can process the input data as a two-dimensional matrix. It is 
primarily used to classify images and determine whether they depict a bird, a plane, Superman, etc. It 
extracts significant features from photos by scanning them top to bottom and left to right, then combines 
those features to categorize the images. Additionally, it can manage images that have undergone perspective 
adjustments, translation, rotation, and scaling. Where as, Transformers learns long-range relationships 
between extracted features and generated words by using multi- head attention mechanisms and self-
attention. This enables the model to identify complex relationships and context in the picture, which results 
in captions that are more precise and reasonable. Its non-sequential structure allows it to process all image 
features in parallel, significantly increasing caption generation speed over recurrent neural networks (RNNs) 
such as LSTMs. Additionally, it adapts to various image formats and caption styles with ease. 


 Since EfficientNetB0 uses less memory and processing power in order to attain equivalent or better 
outcomes, it’s used as a pre-trained model for our image captioning. Good performance, flexibility, and ideal 
for resource-constrained applications (due to it’s pre-trained weights it can be easily integrated into image 
captioning pipelines, which offer a solid basis for capturing high-level image features that can then be 
processed further by a decoder architecture to produce captions). 


The following are the primary steps that comprise the overall workflow: 


1. Data Preparation : 


Before raw data is processed and analyzed, it must first be cleaned and transformed. It is a crucial stage 
before processing that frequently entails reformatting data, repairing data, and merging missing information 
sets to enhance data—that is, the operation of erasing or correcting inaccurate, manipulated, inaccurately 
formatted, copies, or from a dataset.Then the dataset was prepared for validation and training resulting in 
the input data for the CNN approach with transfer learning techniques during the training procedure. 


2.  Text and Image Pre-Processing  :


• We first download and preprocesses the Flickr8k dataset, which is made up of pictures with captions that 
go with them. 


• The text data is preprocessed by eliminating special characters, changing all characters to lowercase, and 
removing excessively long or short captions. 


• It also preprocesses the image data, converting into a floating- point format, resizing, and normalizing the 
images.  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3. Model Architecture :


Constructing a captioning system with the following two primary parts: 

• Image Feature Extractor: This CNN is pre-trained to extract features from pictures. 

• Transformer-based Caption Generator: Given the features extracted from the images, this sequence-

to-sequence 
model creates captions using a Transformer architecture. 


4. Training Model :


A dataset used to train an ML algorithm is called a training model. It is made up of matching sets of input 
data that affects both the output and sample output data. 


5. Caption Generation :


Prediction is the result of an algorithm, trained on one historical dataset and used to forecast the probability 
of a specific outcome. In this case, the algorithm is creating a caption for the image.


  Fig 1: Proposed Model Flowchart 
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C. CNN - Transformer Architecture :





Fig 2 :  CNN - Transformer Encoder-Decoder based Architecture


1. Feature Extraction with EfficientNetB0 : 


• The retrieved feature map from EfficientNetB0 must first be flattened before it's loaded into the 
Transformer encoder. 


• In addition positional encoding components are added to the flattened feature vector to depict the relative 
positional locations since the Transformer uses positional information when processing sequences. This 
aids the model understanding the relative locations of various parts within the image. 


• The Transformer encoder looks at many portions inside the feature vector concurrently using a multi-head 
attention technique. This enables the model to represent relationships between various components in the 
image and also long-range dependencies.  
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• A context vector, which is the Transformer encoder's output, contains a summary of the crucial data that 
the model has extracted from the picture- — essentially the overall meaning and relationships within the 
image. 


• The output dimensions are indicated as H x W x C, where H, W stand for the feature map's height and 
width, respectively (usually lower than the original image) and C stand for number of feature channels that 
capture different facets are indicated in the image content.


2. Transformer Encoder :


• Transformer encoder takes the flattened feature map from EfficientNetB0 as its input. 

• Positional encoding, besides the flattening of feature vector, is done to the sequence processed by the 

Transformer due to its positional basis. In the process, it becomes more convenient for the model to 
comprehend the image the way different elements occupy it. 


• The Transformer encoder uses multi-head attention method to focus on different feature vector parts at the 
same time. Consequently, the network have the ability to depict and it can capture interrelation and long-
range dependency between various image parts. 


• The Transformer encoder derives the image’s most crucial data, which is represented by a context vector. 
This vector captures the meaning of the picture including the relationships. 


3.  Transformer Decoder :


• The Transformer decoder consists a context vector containing a concatenation of encoder output and a 
precisely "start of sentence" token. 


• Concerning lexicon, a number representing each word vector is held responsible for the semantic 
information of the words along with their relationships. 


• The attention-based mechanism of decoder cover context vector and words that are previously generated. 
By means of this mechanism the decoder ensures that each word carries different weight. This permits the 
model to generate the word following the caption based on the details gotten from the image and the 
words used in the sentence before. 


• Image caption is made by Transformer decoder by building a word sequence step by step. On every step a 
single word is forecasted. It includes two parts: the current vector in context and the past ones. They assist 
you to make up a forecast and choose the correct word. 


 
Our approach is distinctive to RNN, as we input all the sentences at once into the decoder, while the latter 
one feeds the words to the model sequentially. The main plus point of this parallelization to the prior 
architectures including RNN/LSTM and GRU is that the new architecture trains faster. 


IV.  RESULTS AND DISCUSSION

	 

The integration of CNNs with Transformer architecture, which offers a robust framework for generating 
descriptive and contextually relevant captions from visual content, could significantly advance the area of 
image captioning. Thanks to continuous research and innovation, both natural language processing and 
computer vision are set to witness new developments and applications. 


1. Image Feature Extraction : 


Used EfficientNetB0 pre-trained model with weights frozen to preserve learned features.Produces a 
flattened vector representing the image feature. 


     IJCRT2403596        International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org         e 
943

http://www.ijcrt.org/


www.ijcrt.org                                                              © 2024 IJCRT | Volume 12, Issue 3 March 2024 | ISSN: 2320-2882 

2. Transformer Encoder : 


Processes the extracted image features using a single TransformerEncoderBlock, encoding them into a 
fixed-length representation appropriate for caption creation. 


3. Transformer Decoder : 


Creates captions by utilizing multiple TransformerDecoderBlocks. Every block takes care of the previously 
generated tokens and encoded image features. During prediction, it makes use of attention mechanisms to 
concentrate on relevant areas of the image and the previously created caption. 


4. Combined approach : 


Individual architectures are outperformed by CNN-Transformer models. With datasets like MS-COCO and 
others, they are able to achieve state-of-the-art results on image captioning. 


We discovered that our implemented model can produce reasonable image descriptions in proper English 
sentences during the validation phase. Enough information resides in the generated captions to describe the 
objects or elements in the picture. Our success has been aided by the system's accuracy and loss. 


Regarding the validation image, the model produces good captions; however, it can always be enhanced by 
experimenting with different CNN configurations, adjusting hyper parameters, fine tuning and training on 
bigger datasets. 


Since the approach consists of many phases, such as downloading the dataset, pre-processing images and 
text, vectorizing the text data, model building, model training, validation, and caption generation. The 
following figure will illustrate the steps involved in putting the plan into action and achieving good 
outcomes :  


Fig 3: Downloading Flickr_8k dataset
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Fig 4 : Image, Data pre - processing

 


Fig 5 : Text Vectorization

 


Fig 6 : Training, Validation Phase
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Fig 7 : Image Caption Generation


V.  CONCLUSION


The image captioning model proposed in this research paper utilizes the benefits of Transformers and 
CNNs. It is a challenging task to generate a suitable and grammatically correct caption in a natural language 
(human), involving concepts from neural networks and natural language processing. CNN and Transformer 
both did well in identifying a relationship between objects in the images by working together in co-
ordination. This analysis uses the Flickr_8k dataset, which has 8000 images and five different captions 
mapped to each image, for the model's training. The model extracts rich visual features from images by 
using a CNN (EfficientNetB0) that has already been trained. A Transformer encoder then uses these features 
to extract contextual relationships and long-range dependencies from the image.Lastly, a Transformer 
decoder, conditioned on both the encoded image features and previously generated tokens, generates 
captions word-by-word. Based on the findings, this may be utilised to create captions for several images at 
once in real time. But there are a few issues with this work as well, which can be fixed in the future. Future 
research on bigger datasets and fine-tuning of the hyper parameters is possible and should produce better 
outcomes. After preprocessing, the MS COCO and Flickr30k datasets can be used for this purpose. In a 
similar manner, different CNN models can be used for this tasks, like InceptionV3, Xception, ResNet, etc., 
can be explored. Additionally, this research can be expanded to include video captioning and multi-lingual 
captioning as well. 
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