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Abstract: This paper presents a novel approach to enhance the 

efficiency of a multiplier for image blending applications by 

employing the Dadda multiplier architecture. The proposed design 

incorporates an efficient approximate compressors-based module and 

integrates an error-correcting module, contributing to a judicious 

trade-off between computational efficiency and accuracy. Notably, the 

error-correcting module achieves substantial compensation, reducing 

errors from 36.30% to 28.69%. Leveraging the inherent high-speed 

and low-power characteristics of the Dadda multiplier, the proposed 

architecture optimizes hardware complexity while maintaining an 

acceptable level of accuracy. Through comprehensive simulations and 

analysis, this  validates the multiplier's effectiveness in real-time 

image blending scenarios, highlighting its potential for applications 
where computational speed and precision are critical. 

Keywords: Dadda multiplier; Approximate Compressors; Error 
Correcting Module. 

 

              INTRODUCTION  
 

In the rapidly advancing field of digital image processing, the 

demand for efficient and high-performance algorithms is paramount. 

One critical operation in this domain is image blending, where 

seamless integration of multiple images is essential for achieving 

visually appealing and realistic results. To address the challenges 

associated with image blending, this    research introduces an 

innovative approach—a novel multiplier employing approximate 

compressors coupled with     an error-correcting module. In media 

processing applications, multiplication is the fundamental operation 
that is performed in three phases [1]. 

1) Partial product generation (PPG); 

2) Partial product reduction (PPR) and 

3) Final accumulation. 
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 The primary goals of this research are: 

 
 

1) To lower hardware use in a multiplier at the PPR 

stage, a new approximate 4:2 compressor and constant 

correction term are provided. 

 

2) An easy-to-use but effective error correcting circuit is used 

to lower the multiplier's error. 

 

3) For the 8-bit and 16-bit multipliers, we parametrized 

the suggested multiplier by changing the number of 

columns in the approximation region. 
 

 

Traditional multipliers are often resource-intensive, consuming 

substantial computational power and memory bandwidth. In 

contrast, our proposed design leverages the power of 

approximate compressors, which exploit the inherent trade-off 

between accuracy and efficiency. By strategically incorporating 

these compressors into the multiplier architecture, we aim to 

achieve a fine balance between computational accuracy and 

processing speed, making our approach well-suited for real-time 

applications. 

 

The inclusion of an error-correcting module further enhances the 

robustness of the multiplier, mitigating the potential drawbacks 

associated with approximate computations. This module 

intelligently identifies and rectifies errors, ensuring that the final 

blended images maintain the desired quality and fidelity. The 

synergy between the approximate compressors and the error-

correcting module not only optimizes computational efficiency 
but also guarantees the reliability of the image blending process.  

This research contributes to the growing body of work dedicated 

to accelerating image processing tasks by introducing a tailored 

solution for image blending applications. Our proposed 

multiplier architecture not only promises substantial gains in 

computational efficiency but also introduces a mechanism for 

error correction, elevating the overall reliability of image 

blending processes. As we navigate the complexities of modern 

image processing, this research serves as a pioneering step 

towards the development of more efficient and robust algorithms 

for various applications in the digital imaging domain. 

 

 

 

AN EFFICIENT APPROXIMATE 

COMPRESSORS 
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      PROPOSED METHODOLOGY  
 

 In the proposed methodology for the Efficient Approximate 

Compressors-Based Multiplier with Error-Correcting Module for 

Image Blending Application, a key component is the integration of a 

4:2 approximate compressor. This specific type of compressor is 

strategically employed in regions of the multiplier where hardware 

complexity reduction, time delay reduction, and spatial efficiency are 

prioritized over absolute precision. The 4:2 approximate compressor 

performs a compression operation on four binary inputs, generating 

two outputs with an intentional level of inaccuracy. By leveraging 

approximation techniques, such as dropping least significant bits or 

using simplified logic functions, the 4:2 approximate compressor aims 

to reduce hardware complexity and enhance computational efficiency. 

The introduction of this approximate compressor aligns with the 

overarching goal of achieving an energy-efficient multiplier for image 

blending applications. Through careful simulation and iterative 

optimization, the 4:2 approximate compressor is fine-tuned to strike 

an optimal balance between computational accuracy and efficiency, 
contributing to the overall effectiveness of the proposed methodology. 

In digital signal processing, the suggested approximate 4:2 

compressor circuit is used to lower a signal's dynamic range. It reduces 

a 4-bit input to a 2-bit output by compressing it.  

  

           

              

Fig 1: 

Proposed approximate compressor           

 

Q1 Q2 Q3 Q4 CARRY SUM  

  0   0   0   0     0    0 

  0   0   0   1     0    1 

  0   0   1   0     0    1 

  0   0   1   1     0    1 

  0   1   0   0     1    0 

  0   1   0   1     1    0 

  0   1   1   0     1    0 

  0   1   1   1     1    1 

  1   0   0   0     1    0 

  1   0   0   1     1    0 

  1   0   1   0     1    0 

  1   0   1   1     1    1 

  1   1   0   0     1    0 

  1   1   0   1     1    1 

  1   1   1   0     1    1 

  1   1   1   1     1    1 

            

            Fig 2: Truth table of approximate compressor 

 

 

 

8 X 8 DADDA MULTIPLIER 

The Dadda multiplier is a hardware multiplier architecture that 

efficiently performs binary multiplication in digital circuits. Luigi 

Dadda introduced this technique in a seminal paper in 1965. The 

Dadda multiplier is known for its ability to generate partial 

products in parallel, reducing the overall multiplication time. It is 

commonly used in digital signal processing (DSP) applications 

and other areas where fast multiplication is crucial. 

 

Here are the key steps in the operation of a Dadda multiplier: 

1. Partial Product Generation: The multiplication process 

begins by generating partial products. Each bit of one operand is 
multiplied with each bit of the other operand. 

 

2. Partial Product Reduction:  The partial products are then 

arranged in a tree-like structure, where each level corresponds to 

a specific bit position in the operands. The tree structure facilitates 
parallel reduction of the partial products. 

 

3. Carry Propagation and Summation: Carry-save adders are 

used at each level of the tree to accumulate partial products and 

propagate carries. The final result is obtained by adding up all the 
partial products and carries. 

 

The key advantage of the Dadda multiplier is its parallel 

processing capability, which makes it suitable for applications 

where speed is crucial. The structure of the Dadda multiplier helps 

reduce the critical path delay, leading to faster multiplication. The 

efficiency of the Dadda multiplier comes from the use of 

compressors, such as 2:1 compressor, 3:2 compressors, and 4:2 

compressors, which reduce the number of partial products by 

combining multiple bits. This compression technique helps in 

achieving a more compact and efficient hardware implementation. 

The Dadda multiplier has been widely used in the design of 

hardware multipliers for various applications, including digital 

signal processing, image processing, and communication systems. 

Implementing a Dadda multiplier involves careful consideration 

of factors such as speed, power consumption, and hardware 
complexity, making it a versatile choice for different scenarios. 

 

                           Fig 3: Dadda multiplier  

 

      Fig 4: Dadda Multiplier in Accurate compressor  

 

Fig 5: Dadda Multiplier Time Delay in Exact compressor  
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 Fig 6: Dadda Multiplier in Approximate compressor  

Fig 7: 

Dadda 

Multiplier Time Delay in approximate compressor 

 ERROR COMPENSATION TECHNIQUE  

In Dadda multipliers or any multiplier architecture, error 

compensation refers to techniques used to mitigate or correct errors 

that may arise during the multiplication process, especially in 

approximate or low-power designs. Error compensation techniques 

are important in scenarios where a certain level of error is tolerable, 

and the goal is to achieve faster or more power-efficient 
multiplication. 

The use of AND logic in error compensation within a Dadda 

multiplier context might involve introducing intentional errors and 

then using AND gates to selectively correct or mask those errors. 

However, the specific implementation details can vary based on the 

design goals and constraints. The error compensation technique 

described in the scenario is based on the use of AND logic gates as 

error recovery modules. Specifically, when errors are generated in 

the proposed compressor due to the input bits Q3 and Q4 being '1', 

AND logic gates are employed as error correction modules. In the 

architecture described, these error correction modules are 

strategically placed in the most significant part (MSP) of the 

approximate region. Two AND logic gates are used in level 1, and 

one AND logic gate is used in level 2. These gates generate error 

correction terms, which act as carry-ins to exact 4:2 compressors in 

the same levels, thereby improving the accuracy of the multiplier. 

The error correction modules are selectively deployed in the 

approximate portion of the multiplier, ensuring that the hardware 

overhead is kept small. The number of error correction modules 

varies based on the size of the multiplier and the number of columns 

approximated. 

 

        Fig 8: Dadda multiplier in approximate compressor 

 

             

            Fig 9: Dadda Multiplier Time Delay in approximate compressor 

 

Fig 10: Time delay of Dadda Multiplier using Approximate Compressor- 

Error Compensated  

 

Fig 11: Dadda Multiplier using Approximate Compressor- Error 

Compensated. 

IMAGE BLENDING 
 

Image blending application is used by converting the Verilog code.  
Image blending is a technique used to combine two or more images 

into a single composite image. It involves merging the pixel values of 

multiple images in a visually appealing way to create a seamless 

transition or integration between them. Alpha Blending also known 

as cross-dissolve blending, uses an alpha channel to specify the 

transparency or opacity of each pixel in the input images. A blending 

parameter, typically ranging from 0 to 1, determines the contribution 

of each image to the final result. This method is commonly used in 

graphics and compositing to create smooth transitions between 

images. 

In alpha blending, each pixel in the blended image is calculated as a 

weighted sum of the corresponding pixels from the input images, 

where the weights are determined by the alpha channel. The alpha 

channel, typically represented as an additional channel alongside the 

color channels (e.g., red, green, blue), stores the transparency or 

opacity value for each pixel. A value of 0 indicates complete 

transparency (fully transparent), while a value of 1 indicates complete 

opacity (fully opaque). 

 

The blending formula for alpha blending is often expressed as: 

Blended Pixel=α×Foreground Pixel+(1−α) ×Background Pixel 

   Where, 

α is the transparency value of the foreground pixel. 
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Foreground Pixel:  Foreground 

Pixel is the pixel value of the 

foreground image. 

Background Pixel: Background 

Pixel is the pixel value of the 

background image. 

Higher alpha values make the 

foreground image more visible, 

while lower alpha values make the foreground image more 

transparent, allowing more of the background image to show 

through. 

By 

adjusting the alpha value for each pixel, you can control the 

degree to which the foreground image is overlaid on the 

background image. 

Taking into account two grayscale input pictures, each having a 

goal of 256 x 256. Subsequent to mixing the two pictures, the 

comparing result will likewise be in grayscale, bringing about 

an estimated and precise picture. Following the mixing system, 

decide the Mean Squared Error (MSE) and Peak Signal to-

Noise Ratio (PSNR) for the estimated and precise pictures; the 

inexact picture ought to have a Mean Squared Error of under 30 

dB, and the precise picture ought to have a PSNR of in excess 

of 30 dB. In view of these calculations, it very well may be 

presumed that the picture is being upgraded and that its quality 

is being assessed 

 

 

 

 

   

 

 

 

 

Fig 12: Blended Images using exact, approximate compressor implemented in 

Dadda multiplier  

 

      Fig 13: 8 x 8-bit multiplication of the blended images. 

 

                 CONCLUSION 

When compared to regular full-precision multipliers, compressor-

based approximation multipliers may dramatically minimize delay. 

When utilized on integrated circuits, compressor- based designs, which 

are designed to have a minimal delay in general, may speed up the 

process, allowing for additional characteristics or components on the 

same chips. The compressor-based approximation multiplier reduces 

the time delay by 36%, resulting in quicker multiplication. 

Compressor-based systems have the capacity to process data at higher 

throughputs, making them suited for applications that operate in real 

time or systems that demand quick data processing. This project may 

be improved further by including appropriate error correction 

modules to guarantee that the final outcomes are within a suitable 

range of accuracy for the particular application. Error compensation 

technique is introduced to minimize the time delay of the approximate 

compressor. AND logic is used as an error compensating component 

in order to minimize the delay. After implementing the error 

compensation technique to Dadda multiplier, the error distance is 

reduced from 36.30% to 28.69%. image blending application is used 

in order to enhance the quality and accuracy of the image by 

calculating PSNR (Peak Signal to Noise Ratio) and MSE (Mean 

Square Error). These two parameters are calculated for accurate and 

approximate compressor implemented in Dadda multiplier.  
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