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Abstract— Water is  a crucial resource and has a wide  

range of applications. Water is essential for the 

sustainability of life on planet Earth. From bathing to  

cooking, water is used in almost every activity we 

perform on a daily basis. 

Earth is covered by almost 70% water but not all of it is  

useable and safe for utilization. Only about three percent 

of Earth's water is freshwater. Of that, only about 1-2 

percent can be used as drinking water; the rest is locked up 

in glaciers, ice caps, and permafrost, or buried deep in the 

ground. Most of our drinking water comes from rivers and 

streams. 

In our constantly developing world, the increased rate of 

pollution and urbanization have started to contaminate the 

water supply making it unfit for drinking. Thus, a water 

quality monitoring system is needed to monitor and forecast 

its quality, and safeguard human health. To perform this 

task a system is developed using the popular Python 

programming language which helps to calculate the 

quality of water based on the readings taken from various 

sensors. We use an Auto-Regressive Integrated Moving 

Average (ARIMA) model to monitor water quality. 

Keywords— Python, Water quality forecasting, ARIMA 

model 

I. INTRODUCTION 

Water used for our day-to-day activities are usually stored in 

overhead tanks. These overhead tanks can become breeding 

grounds for various microorganisms and pathogen making 

the water unfit for drinking and usage. Hence a pressing need 

arises for a reliable water quality monitoring system that  

helps to monitor and forecast it so that a healthy and hygienic 

livelihood can be facilitated. 

 
Water contamination is a serious problem and should not be 

overlooked. Contaminated water is due to many reasons such 

as deposit of thermal and industrial wastes/chemicals into  

water bodies, throwing plastic in water and many more. We 

as humans should collectively reduce our plastic 

consumption so that water bodies can be safe. Along with this 

we have to find other sustainable methods of disposing 

thermal wastes. Contaminated water can cause a number of 

diseases such as cholera, typhoid, dysentery, guinea worm, 

hepatitis etc. 

AI has become popular these days and its scope is only 

increasing every day. Various machine learning and AI 

algorithms are used to get as accurate data and calculations as 

possible. In order to check the water quality, a reliable 

method had to be introduced. We have used python 

programming language to help calculate the quality of water 

using various machine learning algorithms that take the input 

of sensors set in place inside multiple overhead tanks. We use 

an ARIMA model to perform the above task. Auto-Regressive 

Integrated Moving Average (ARIMA) is a forecasting statistical 

technique that is used to analyze a time series based on history. 

A non-seasonal model is well-suited as it must be insensitive to 

any local short-lived trends within the time series. These trends 

do not contribute to the overall quality of water in the future. 

In this manner we create a reliable and sustainable system that 

monitors the water quality to facilitate the enabling of a 

healthy and hygienic livelihood 

We have used a Laptop with Microsoft Visual Studio Code 

application for this project to create a simple UI (User 

Interface) which has a number of buttons to perform the 

necessary calculations using various algorithms, Finally an  

graph comparing the success and errors of various 

algorithms are also defined to understand and select the best 

for determining water quality as accurately as possible. 
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A. Related Work 

From the articles cited below we have learnt the importance 
of measuring the water quality to provide safe drinking water 
to the community including the various algorithms involved 
in doing so. The articles helped us understand the issues as 
well as merits in creating an system for forecasting and 
measuring the water quality. 

The article at [1] indicated that due to increase population, 
advanced agricultural practices, industrialization, man- made 
activity, water is being highly polluted with different 
contaminants. Water is a vital resource for human survival. 
Also in [6] it is mentioned that the availability of good quality 
water is an indispensable feature for preventing diseases and 
improving quality of life. It is necessary to know details about 
different physico-chemical parameters such as colour, 
temperature, Total hardness, pH, sulphate, chloride, DO, 
BOD, COD, alkalinity used for testing of water quality. 

The article at [2] elucidated on the fact that in recent days, the 
most important problem that our society faces is low quality 
of drinking water. Water quality monitoring is important 
because contaminated drinking water can spread diseases 
faster than any other sources. Articles [5,7,8] have expanded 
on the existing techniques, the general public is not aware of 
the potability of water. Lack of accurate and efficient low cost 
systems are a reason for poor awareness on the same. This 
paper focuses on modelling and developing a low cost water 
quality testing device and analysing its performance with the 
currently available products. The developed device can 
measure the parameters like pH, Total Dissolved Solids, 
Conductivity and Temperature. Its results are verified with 
samples of distilled water, salt water, tap water, dish wash and  
water, curd and performance is studied. 

[3] has implemented a wireless sensor network for real time 
overhead tank water quality monitoring. Water is a precious 
source vital for healthy living. Most of the infectious diseases 
are due to contaminated water which leads to millions of 
deaths every year. There is a need to establish Water quality 
monitoring system to verify whether the determined water 
quality is suitable for intended use. This paper presents the 
application of Wireless Sensor Network (WSN) technology 
for real time online Water quality monitoring. In this paper, 
the details of system design and implementation of WSN are 
presented. Wireless Sensor Network (WSN) for a water 
quality monitoring is composed of number of sensor nodes 
with networking capability which are deployed at different 
overhead tanks and water bodies in an area. Each sensor node 
consists of an Arduino microcontroller, Xbee module and 
water quality sensors, the sensor probes shall continuously 
measure the different water quality parameters like pH, 
Temperature, Conductivity. The parameters are measured in 
real time by the sensors and send the data to the data center. 
Solar panel is used to power the system for each node. Data 
collected from remote nodes are displayed in the user PC. This  
developed system will demonstrate online sensor data analysis 
and has the advantages of power optimization, portability and 
easy installation. Similar experiments have been explored in 
[9,10] 

[4] helped us understand that water is an essential natural 
resource that is fundamental to both human and animal health 
and more than 88% of South African households have access 
to water. Although South Africa has one of the cleanest water 
systems globally but there are still many factors causing water 
pollution. 

 

II. METHODOLOGY 
 

 
Fig 2.1: Main Application Screen Layout 

 
To get the above screen we have to click the run.bat file which 

is a Windows batch file. The basic layout of the screen is 

typed using Python code in Microsoft’s Visual Studio Code 

application. It consists of a heading followed by a blank 

screen where the output will be shown along with various 

buttons which execute certain functions like uploading the 

dataset, various algorithms and comparison graphs. 

 
Fig 2.2: Selecting and Uploading the water dataset 

 
The above water dataset containing some dummy values was 

taken from a reliable site called Kaggle which provides many 

such databases to work with for free. By clicking the “Upload 

water dataset”, a pop up appears from which we have to select  
the required dataset. 

 

Fig 2.3: Preprocess and Normalize the dataset to remove 
Null Values 

 

The above screen is shown once the dataset is selected. The 

white screen shows the names of rows and few of the data on 

columns along with the number of rows and columns in that 

particular dataset. 
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Fig 2.4: Feature Selection 

 
To remove the Null values and non-numeric values that may 

exist in the dataset we have to click the “Preprocess and 

Normalize Dataset” button which converts Null/missing 

values(if any) and non-numeric values to numeric values. 

This helps the algorithms to run without any errors. 

 
Fig 2.5: Resultant Data after Feature Selection 

 
Once the Null values and non-numeric values are converted 

we have to click the “Features Selection” button to select only 

the important or relevant values from the dataset and remove 

the unimportant or irrelevant values. This helps to facilitate 

smooth operations of the various ML algorithms 
 

Fig 2.6: Graph Representing the various levels of bacteria 

present in water 

 

Once “Features Selection” is clicked a graph pops up which 

shows the level of 2 dangerous class of bacteria namely 
coliform and Ecoli which grow at room temperature and are 

hard to detect by conventional methods. Here Blue represents 

coliform bacteria and orange represents Ecoli. 

Fig 2.7: Resultant Data for ANN algorithm 

 
After features selection we have to click the “Run ANN 

Algorithm” button to run the Artificial Neural Network 

(ANN) Algorithm on the data and we get the screen above 

showing the risk prediction accuracy as well as the root mean 

square error (RMSE) in calculating the risk. 

 

Fig 2.8: Resultant data for Random Forest Algorithm 

 
After ANN Algorithm we have to click the “Run Random 

Forest Algorithm” button to run the Algorithm on the dataset 

and we get the screen above showing the risk prediction 

accuracy as well as the root mean square error (RMSE) in 

calculating the risk. 
 

Fig 2.9: Resultant data for Propose Adaptive Frequency 
Analysis and other algorithms 

 
Similarly click other buttons to run the Convolutional Neural 

Network (CNN) algorithm, LSTM (Long-Short Term 

Memory) Algorithm and Adaptive Frequency Analysis and 

get the above screen showing the risk prediction accuracy and 

RMSE errors of each. 
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Fig 2.10: RMSE Comparison Graph 

 

Once all the algorithms are executed on the dataset we get a 
screen containing respective values of accuracy and Root 

Mean Square Error (RMSE). Click the “RMSE Comparison 

graph” button to get the above graph which compares the 

RMSE errors of the various algorithms. 

 
Fig 2.11: Accuracy Comparison Graph 

 
Click the “Accuracy Comparison Graph” button to compare 

the risk prediction accuracies of various algorithms. 
 

Fig 2.12: Uploading Test Data File 

 

The ML algorithms that we run work on large amounts of 
data containing thousands of columns. Now we will try with 

smaller data containing arbitrary values set by us and upload 

that by clicking the “Predict Water Quality & Risk” button. 

Fig 2.13: Predicted Water Quality and Risk on test data 

 
After test data is uploaded it manually calculates it for each 

and every column value. Hence why this is used for smaller 

test files as the larger the file, the calculations become more 

complex. 

III. RESULTS AND DISCUSSIONS 

This study reflects on the implementation of a water quality  

monitoring and forecasting system based on machine learning 

and artificial intelligence where we use multiple algorithms to  

test the water quality and predict the risk associated with it as  

accurately as possible. 

The results are shown in the figures 2.9, 2.10, 2.11 and 2.13. 

 

IV. CONCLUSIONS 

We know that water is a very essential resource and is vital for 
the survival of the human civilization along with other living  

beings. We are living in a world that rapidly advances in 

technology day by day and the main aim is to provide safe 

drinkable and useable water to the living beings. To do so 
various industries are aiming to provide safe drinking water to  

various communities. Through the use of this algorithm we have 

seen the monitoring and forecasting of water quality based on  

data given/measured by us. 
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