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Abstract:  — The Main Objective of this research paper is to find out the early stage of lung cancer and explore the accuracy 

levels of various machine learning algorithms. After a systematic literature study, we found out that some classifiers have low 

accuracy and some are higher accuracy but difficult to reached nearer of 100%. Low accuracy and high implementation cost due 

to improper dealing with DICOM images. For medical image processing many different types of images are used but Computer 

Tomography (CT) scans are generally preferred because of less noise. Deep learning is proven to be the best method for medical 

image processing, lung nodule detection and classification, feature extraction and lung cancer stage prediction. In the first stage 

of this system used image processing techniques to extract lung regions. The segmentation is done using K Means. The features 

are extracted from the segmented images and the classification are done using various machine learning algorithm. The 

performances of the proposed approaches are evaluated based on their accuracy, sensitivity, specificity and classification time. 
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I. INTRODUCTION 

The cause of lung cancer stays obscure and prevention become impossible hence the early detection of lung cancer is the only one 

way to cure. Size of tum our and how fast it spread determine the stage of cancer [1]. Lung cancer spreading widely all over the world. 

Death and health issue in many countries with a 5-year survival rate of only 10–16% [2][3]. In some cases, the nodules are not clear 

and required a trained eye and considerable amount of time to detect. Additionally, most pulmonary nodules are not cancerous as they 

can also be due to non-cancerous growths, scar tissue, or infections [4]. Even though many researchers use machine learning 

frameworks. The problem with these methods is that, in order to evaluate the best performance, many parameters need to be hand-

crafted which is making it difficult to reproduce the better results [5]. Classification is an important part of computation that sort 

images into groups according to their similarities [6][7]. In the structure of cancer cell, where most of the cells are overlapped with 

each other. Hence early detection of cancer is more challenging task [8][9]. After an extensive study, we found that ensemble classifier 

was performed well when compared with the other machine learning algorithms [10]. The existing CAD system used for early 

detection of lung cancer with the help of CT images has been unsatisfactory because of its low sensitivity and high False Positive Rates 

(FPR). 

I. LITERATURE REVIEW: 

in paper [11] Pankaj Nanglia,  Sumit Kumar et all proposed a unique hybrid algorithm called as Kernel Attribute Selected Classifier 

in which they integrate SVM with Feed-Forward Back Propagation Neural Network, which helps in reducing the computation 

complexity of the classification. For the classification they proposed three block mechanisms, pre-process the dataset is the first block. 

Extract the feature via SURF technique followed by optimization using genetic algorithm is the second block and the third block is 

classification via FFBPNN. The overall accuracy of the proposed algorithm is 98.08%. In paper [12] Chao Zhang,Xing Sun, Kang 

Dang et all perform a sensitivity analysis using the multicenter data set. They chosen two categories Diameter and Pathological result. 

Diameter were divided into three sub groups.0-10mm,10-20mm,20-30mm. In 0-10mm group sensitivity 85.7% (95% Cl,70.8%-

100.0%) and specificity 91.1% (95% Cl, 86.8%-95.2%) were found. In 10-20mm group sensitivity 85.7% (95% Cl,77.1%-94.3%) 

and specificity 90.1% (95% Cl, 84.8%-95.4%) were found. In 20-30mm group sensitivity 78.9% (95% Cl,66.0%-91.8%) and 

specificity 91.3% (95% Cl, 83.2%-99.4%) . 

found. The algorithm had provided the highest accuracy of 85.7% for adenocarcinoma and 65.0% for Squamous cell carcinoma. 

     In paper [13] Nidhi S. Nadkarni and Prof. Sangam  Borkar focuses their study mainly on the classification of lung images as 

normal and abnormal. In their proposed method median filter was used to eliminate impulse noise from the images. Mathematical 
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morphological operation enables accurate lung segmentation and detect tum our region. Three geometrical features i.e. Area, 

perimeter, eccentricity was extracted from segmented region and fed to the SVM classifier for classification. 

In paper [14] Ruchita Tekade, Prof. DR. K. Rajeswari studied the concept of lung nodule detection and malignancy level prediction 

using lung CT scan images. This experiment has conducted using LIDC_IDRI, LUNA16 and Data Science Bowl2017 datasets on 

CUDA enabled GPU Tesla K20. The Artificial Neural Network used to analyze the dataset, extracting feature and classification 

purpose. They used U-NET architecture for segmentation of lung nodule from lung CT scan images and 3D multigraph VGG like 

architecture for classifying lung nodule and predict malignancy level. Combining these two approaches have given the better results. 

This approach given the accuracy as 95.66% and loss 0.09 and dice coefficient of 90% and for predicting log loss is 38%. 

       In paper [15] Moffy Vas, Amita Dessai, studied mainly on the classification of lung images cancerous and non-cancerous. In 

their proposed method pre-processing was done, in which unwanted portion of the lung CT scan was removed. They used median 

filter to eliminate salt and pepper noise. Mathematical morphological operation enables accurate lung segmentation and detect tumour 

region. Seven extracted features i.e. energy, correlation, variance, homogeneity, difference entropy, information measure of 

correlation and contrast respectively was extracted from segmented region and fed to the feed forward neural network with back 

propagation algorithm for classification. The algorithm looks for the least of the error function in the weight space gradient descent 

method. The weights are shuffled to minimise the error function. The training accuracy was 96% and testing accuracy was 92%. The 

sensitivity was 88.7% and specificity was 97.1%. 

     In paper [16] Radhika P R, Rakhi.A.S.Nair, mainly focused on prediction and classification of medical imaging data. They used 

UCI Machine Learning Repository and data. World. Dataset. Used various machine learning algorithm for comparative study and 

found that support vector machine gives higher accuracy 99.2%. Decision Tree provide 90%, Naïve Bayes provide 87.87% and 

Logistic Regression provide 66.7%. 

In paper [17] Vaishnavi. D1, Arya. K. S2, Devi Abirami. T3, M. N. Kavitha4, studied on lung cancer detection algorithm. In pre-

processing them used Dual-tree complex wavelet transform (DTCWT) in which the wavelet is discretely sampled. GLCM is second 

order statistical method for texture analysis which provide a tabulation of how different combination of Gray level co-occur in an 

image. It measures the variation in intensity at the pixel of interest. They used Probability Neural Network (PNN) classifier evaluated 

in term of training performance and classification accuracy. It gives fast and accurate classification. 

In paper [18] K.Mohanambal , Y.Nirosha et al studied structural co-occurrence matrix (SCM) to extract the feature from the images 

and based on these features categorized them into malignant or benign. The SVM classifier is used to classify the lung nodule 

according to their malignancy level (1 to 5). 

I. SYSTEM MODEL 

II. DATA EXPLORATION 

Three datasets are used in this research containing labelled nodules positions for image segmentation and cancer/non-cancerLabels 

for classification. 

 

 

 

1. TCIA Dataset 

1. The cancer imaging archive (TCIA) host collection of de-identified medical images, primarily in DICOM format. Collections are 

organized according to disease and image modality (such as MRI or CT). CT images data used to support the findings of this study 

have been deposited in the Lung CT-Diagnosis repository (doi.org/10.7937/K9/IA.2015.A6V7JIWX). 

2. Lung Image Database Consortium Image Collection (LIDC-IDRI) consists of lung CT scans of 1018 patients (124GB) in 

DICOM format. Four experienced radiologists independently reviewed the lung CT scans and annotated the nodules in the dataset. 

3. Kaggle data science bowl 2017 provides lung CT scans of 1595 patients (146GB) in DICOM format and having a set of labels, 

which denote that if the patient was diagnosed with lung cancer in future, even one year after the scan were taken. 
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A. ALGORITHMS AND TECHNIQUES: 

The U-Net Convolutional Network is used for biomedical image segmentation. It takes an input image and an output mask of the 

region of interest. It first generates a vector of features typically in a convolutional neural network, and then use another up- 

convolutional neural network to predict the mask given by the vector of features [20][21][22]. This is a binary classification task 

using morphological and radiological features extracted from the images and masks. The features are continuous and numerical, but 

can be discretized into categories. The following classifiers were explored [23][24][25]. 

1. Logistic regression is particularly strong in binary classification which provide top candidate model for completion of this 

task. 

2. Gaussian Naïve Bayes is suitable for the continuous numerical features. It takes the mean and variance for each feature in 

each class [26] Random Forest frequently used on kaggle for classification tasks. It creates many decisions tress with random 

samples and features and takes a vote on its output. This is used to prevent overfitting. 

3. Multinomial Naïve Bayes required the categorical data. In this feature transformed into discrete steps. This may be more 

suited than Gaussian NB since some of the feature distributions representing a class is not normally distributed. For example, 

diameter with non-cancer is strongly skewed to the left [27]. Support Vector Machines draws a separation line that maximizes 

the points representing the classes in a multidimensional feature space. A kernel trick can be used to fit a more defined boundary 

[28]. 

4. Gradient Boosting also frequently used on kaggle for classification tasks. It’s similar to Random Forest but instead of random 

samples for each tree, it takes the samples with the highest error on the previous tree to train the successive trees. 

       5.  Ensemble classifiers are created by averaging the output of several of the above models. 

 

A. MODEL EVALUATION AND VALIDATION 

B. Model 1: U-Net Convolutional Neural Network for nodule segmentation  
 

 

 

 

                 Figure 1 U-Net image segmentation. Processed CT image (left), ground truth label (center), predicted label (right) 
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RESULT DISCUSSION: 

The data was split into 80% training and 20% validation set with a train test split function. Due to the long training time of 3 

hours for 2 epochs, a cross validation was not performed. The U-net model converged in 10 epochs and give a dice coefficientof 

0.678 which indicating a 67.8% overlap between the predicted nodule masks and ground truth nodule masks. However, there was 

78% percentage of predicted masks that have at least 1 pixels of overlap with the ground truth masks. The objective of this research 

is to accurately detect the position of the nodules, the sensitivity and the number of false positives rate per scan [30][31][32]. There 

were a large number of FP per TP which is further reduced in the second model below. 

 

Figure 2 A dice coefficient of 0.678 was reached, indicating a 67.8% of overlap between the predicted nodule masks 

and ground truth nodule masks. 

 

 

 

               Figure 3 CNN converges to a validation accuracy of 84.4% at classifying a detected nodule as TP or FP 

 

Model 3: Classification of cancer or non-cancer with handpicked features 

The final features selected as predictors included Diameter, Spiculation, MeanHU, and Eccentricity. This was determined through 

A/B testing to find the combination of features that performed the strongest on the best performing model. The classification of 

cancer with classifier using handpicked features performed stronger than the CNN at a logloss of approximately 0.55, an AUC of 

0.64, and an average precision of 0.41. In comparison, these models trained with random labels achieved a logloss of 0.59, AUC of 

0.50 and an average precision of 0.29 [33][34]. The probability of cancer in the dataset is 0.26, so the stratified random labels 

performed similarly to the proportion of classes while the true labels performed substantially better. 

 

Table 1 shows Sensitivity, TP and FP rates per scan 

Multiple classifiers performed well, similarly after they were optimized with a grid search algorithm. This shows that these models 

performing similarly in its ability to exploit the information in the input features to make its predictions [35][36]. Furthermore, 

transforming the training data into discretized categories by rounding resulted in less than a 0.05% increase in logloss, indicating 

the robustness of these models. 
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Figure 4 ROC plots True Positive Rate and False Positive Rate for true labels (left), and random labels (right). 

 

Model 4: Convolutional Neural Network for cancer or non-cancer prediction with 

detected nodules 

The CNN model reached a validation loss of 0.5646 and an AUC of 0.6231. This is similar but marginally worse than the best 

performance of the classifiers with handpicked features. This may be due to diameter being the strongest parameter to detect 

cancer. CNNs are designed to be size and scale invariant, but rather focus on the features. 

 

 

Figure 5 Model loss for training and validation is compared between true labels and random labels (left) ROC curve is 

substantially improved for true labels compared to random labels (right) 

 

CONCLUSION: 

CAD system for lung cancer includes the stages of pre-processing, nodule detection, nodule segmentation, feature extraction 
and classification of the nodule as benign or malignant. Once the nodules are detected and segmented the feature extraction process 

begins. The features necessary for classification are extracted using feature extraction techniques from the segmented nodule. Based 
on the features extracted, a classifier is used for classifying the nodule as benign or malignant. The performance 

of both the CNN and classifiers were similar, with the classifiers performing slightly better. Compared to the performance of 

radiologists, the sensitivity of nodule detection was within the range of radiologists at 65% with the two stage neural networks vs 

51-81.3% with radiologists. The false positive rate is much higher than the neural networks which is at 6.78 false positives per case 

with the neural networks vs 0.33-1.39 false positives per case with radiologists. Despite the large number of false positives rate, by 

solely using the largest nodule detected for cancer prediction. The precision with the classifiers is substantially higher at 41% 
compared to 1-2% by radiologists. 

 

 

http://www.ijcrt.org/


www.ijcrt.org                                                           © 2023 IJCRT | Volume 11, Issue 5 May 2023 | ISSN: 2320-2882 

IJCRT2305304 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org c340 
 

REFERENCES: 

[1] T. Saba, A. Sameh, F. Khan, S.A Shad, and M. Sharif. “Lung Nodule Detection based on Ensemble of Hand 

Crafted and Deep Features”  

Journal of medical systems 43 (12), 332, 2019.  

[2] T. Saba, S. Al-Zahrani, and A. Rehman, “Expert system for offline clinical guidelines and treatment”, Life Sci 

Journal, vol.9(4), 2639- 2658, 2012.  

[3] J. Kim, H. Lee and T. Yoon, Automated Diagnosis of Lung Cancer with the Use of Deep Convolutional Neural 

Networks on Chest CT, in Proceedings of the 2017 4th International Conference on Biomedical and Bioinformatics 

Engineering. 2017, Association for Computing Machinery: Seoul, Republic of Korea. p. 126–132.  

[4] C. S. Dela Cruz, L. T. Tanoue and R. A. Matthay, Lung Cancer: Epidemiology, Etiology, and Prevention. 

Clinics in Chest Medicine, 2011. vol. 32, p. 605-644.  

[5] A. Chon, N. Balachander and P. Lu, Deep Convolutional Neural Networks for Lung Cancer Detection, 2017.  

[6] S. A. Khan, M. Nazir, M. A. Khan, T. Saba, K. Javed and A. Rehman, "Lungs nodule detection framework 

from computed tomography images using support vector machine", Microsc. Res. Technique, vol. 82, no. 8, pp. 

1256-1266, Aug. 2019. 

[7] A. A. Thabsheera, T. M. Thasleema and R. Rajesh, "Lung cancer detection using CT scan images: A review 

on various image processing techniques", Springer Singapore, vol. 43, pp. 413-419, 2019, [online]  

Available: https://doi.org/10.1007/978-981-13-2514-4_34.  

[8] T. Saba, "Automated lung nodule detection and classification based on multiple classifiers voting", Microsc 

Res Tech, pp. 1-9, 2019.  

[9] T. Ojala, M. Pietikainen and T. Maenpaa, "Multiresolution Gray-Scale and Rotation Invariant Texture 

Classification with Local Binary Patterns", IEEE Trans. Pattern Analysis and Machine Intelligence, vol. 24, no. 7, 

pp. 971-987, July 2002.  

[10] D. NarainPonraj, E. Christy, G. A, G. S and M. Sharu, “Analysis of LBP and LOOP Based Textural Feature 

Extraction for the Classification of CT Lung Images”, 4th International Conference on Devices, Circuits and 

Systems (ICDCS). 2018.  

[11] L. Kaur, M. Sharma, R. Dharwal and A. Bakshi, Lung Cancer Detection Using CT Scan with Artificial Neural 

Netwok. in 2018 International Conference on Recent Innovations in Electrical, Electronics & Communication 

Engineering (ICRIEECE). 2018.  

[12] M. H. Jony, F. TujJohora, P. Khatun and H. K. Rana, "Detection of Lung Cancer from CT Scan Images using 

GLCM and SVM", 2019 1st International Conference on Advances in Science Engineering and Robotics 

Technology (ICASERT), pp. 1-6, 2019.  

[13] P. Moradi and M. Jamzad, "Detecting lung cancer lesions in CT images using 3D convolutional neural 

networks", Proc. 4th Int. Conf. Pattern Recognit. Image Anal. (IPRIA), pp. 114-118, Mar. 2019.  

[14] J. Wang, R. Gao, Y. Huo, S. Bao, Y. Xiong, S. Antic. T. Osterman, P. Massion, B. Landman, “Lung cancer 

detection using co-learning from chest CT images and clinical demographics”, SPIE Medical Imaging. vol. 10949. 

2019.  

[15] S. Santhosh Baboo, E. Iyyapparaj, “Analysis of classification methods for diagnosis of pulmonary nodules in 

CT images”, Eng. Sci. Comput., vol. 7, no. 4, pp. 10761–10766, 2017.  

[16] K. Arai, Y. Herdiyeni and H. Okumura, "Comparison of 2D and 3D Local Binary Pattern in Lung Cancer 

Diagnosis", International Journal of Advanced Computer Science and Application, vol. 3, 2012.  

[17] F. Xu, W. Zhang, X. Li, H. Xiao, S. Peng, H. Nam, M. Zhang, A 3D multi-scale Block LBP Filter for lung 

nodule enhancement based on the CT images. in 2016 9th International Congress on Image and Signal Processing, 

BioMedical Engineering and Informatics (CISP-BMEI). 2016.  

[18] L. Wolf, T. Hassner and Y. Taigman, "Effective unconstrained face recognition by combining multiple 

descriptors and learned background statistics", IEEE Trans. Pattern Anal. Mach. Intell., vol. 33, no. 10, pp.  

1978-1990, Oct. 2011.  

[19] M. Kashif, A. Hussain, A. Munir, A. B. Siddiqui, A. Abbasi et al., "A machine learning approach for 

expression detection in healthcare monitoring systems," Computers, Materials & Continua, vol. 67, no.2, pp. 2123–

2139, 2021.  

[20] M. Heikkilä, M. Pietikäinen, and C. Schmid. Description of interest regions with center-symmetric local 

binary patterns. In Computer Vision, Graphics and Image Processing, 5th Indian Conference, pages 58-69, 2006. 

531.  

[21] M. Alhussein, "Automatic facial emotion recognition using weber local descriptor for e-Healthcare system", 

Cluster Comput. J. Netw. Softw. Tools Appl., vol. 19, no. 1, pp. 99-108, Mar. 2016. 

[22] A.T.Ghorude, G.S.Patil, A.S.Chavan, P.G.Patil, “Tap for Ease With NFC”, IJETT ISSN: 2350-0808, April 

2015, vol. 2. 

http://www.ijcrt.org/


www.ijcrt.org                                                           © 2023 IJCRT | Volume 11, Issue 5 May 2023 | ISSN: 2320-2882 

IJCRT2305304 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org c341 
 

[23] Pramod Gorakh Patil, Vijay Kumar Verma, “A Recent Survey on Different Symmetric Based Cryptographic 

Algorithms”,IJCAT ISSN: 2348-6090, vol. 3, Feb. 2016. 

[24] Pramod Gorakh Patil, Vijay Kumar Verma, “A Reliable Secret Key Algorithm for Encryption and Decryption 

of Text Data”, IJRTER, ISSN: 2455-1457, vol. 02, Feb. 2016. 

[25] Pramod.G.Patil, Sneha.A.Khaire, “Fine-Grained Knowledge in Agriculture System”, IJCSE E-ISSN: 2347-

2693, vol. 5, Oct. 2017. 

[26] Pramod.G.Patil, Fahad Khan, Komal Jain, Moiza Shaikh, Priyanka Patil, “Smart Bazaar-Android Application 

using Geospatial Technology”, REDSET 2016. 

[27] Pramod Gorakh Patil, Aditya Rajesh Dixit, Aman Sharma, Prashant Rajendra Mahale, Mayur Pundlik Jadhav , 

“Secure Data Deduplication System with Tag Consistency in Cloud Data Storage”, IJCRT ISSN: 2320-2882, vol. 

06, Feb. 2018. 

[28] P.G.Patil, Vishakha Khalane, Payal Tank, “Wi-Fi Dustbin”, IJCEA ISSN: 2321-3469, vol. 12, march 2018. 

[29] Pramod Patil, Prasad Javharkar, Manoj Dashpute, Akshay Damale, Sanju Kheriya, “IoT Based Robot 

Navigator”, ICATESM E-ISSN: 2321-9637, 2019. 

[30] Pramod Patil, Amruta bhange, Shweta Jagtap, Rakshali Marathe, Swikruti Chaudhary, “Melonoma Skin 

Cancer Detection Using Image Processing”, IJCRAR E-ISSN: 2348-1269, P-ISSN: 2349-5138, vol. 06, march 

2019. 

[31] Phalguni Nikam, Prof. Pramod Patil, Meetali Patidar, Aishwarya Nanoskar, Pranav Parmar, Jayesh More, 

“Cheque Bounce Detection System Using Image Processing”, IRJET E-ISSN: 2395-0056, P-ISSN: 2395-0072, 

vol. 07, Jan. 2020. 

[32] Prof. Pramod Patil, Ankita Kashmire, Pooja Kute, Pradnya Rathor, Anam Shaikh, “Tract Angle using Machine 

Learning” , IJRASET ISSN: 2321-9653, vol. 08, Jan-2020. 

[33] Prof.Pramod Patil, Vaibhav Kale, Ganesh Kadam, Chetan Ugale, Mohit Deore, “Service Base Application”, 

IRJET E-ISSN: 2395-0056, P-ISSN: 2395-0072, vo. 07, Feb. 2020. 

[34] Mr. Prathamesh Shrinivas Sahasrabhojane, Prof. Pramod.G.Patil, Mr. Pushkar Ashok Thakur,Mr. Hritik 

Sanjay Sanghavi, “Augmented Reality Media (Ed.AR), IJRASET ISSN: 2321-9653, vol. 09, Mar. 2021. 

[35] Prajakta Dhatrak, Pramod Patil, Dipalee Shelar, Truptika Gangurde, Shruti Sonawane, “Print on Air: 

Implementation of a Cloud-based Printing Order Management System”, IJRASET ISSN: 2321-9653, vol. 09, Mar. 

2021. 

[36] Swagat Ahire, Prof. Pramod Patil, Tejas Patil, Satyam Chaudhari, Damini Pagar, “Result Analysis: Remotely 

Accessible Security System using IoT”, IJRASET ISSN: 2321-9653, vol. 09, Mar. 2021. 

[37] Gaurav Kumar D.K. Singh, Prof. Pramod Patil, Pooja Mahendra Sali, Rameshwari Devidas More, Mayuri 

Raju Pawar, “Face Mask Detection with Alert System using Artificial Intelligence: Implementation of a Pre-

Trained Model in Detection of Masks”, IJRASET ISSN: 2321-9653, vol. 09, Mar. 2021. 

[38] Gaurav Kumar D.K. Singh, Prof. Pramod Patil, Pooja Mahendra Sali, Rameshwari Devidas More, Mayuri 

Raju Pawar. “A Result Analysis of Mask Detection based Notification System” , IJRASET ISSN: 2321-9653, Vol. 

09, Jun. 2021. 

[39] Paras Patil, Prof. Pramod Patil, Swapnil Patil, Nikhil Shinde, Purab Kharchane, “Affinity Finder for 

Matrimonial Site using AI” , IJCRT , ISSN: 2320-2882, vol. 09, Dec. 2021. 

[40] Abhishek Sasale, Prof. Pramod Patil, Abhishek Rathi, Vinit Salve, Sanket Gite, “An Intelligent Secure 

Question Paper Generation System”, IJCRT, ISSN: 2320-2882, Vol. 09, Dec. 2021. 

[42] Aniket Fulzule, Prof. Pramod Patil, Abhishek Thakre, Ameya Mahale, Shubham Shelke, “A Mobile 

Application for Early Diagnosis of Pneumonia”, IJCRT, ISSN: -2320-2882, vol. 10, Jan. 2022. 

[43] Chetana Mali, Prof. Pramod Patil, Sanket Mahajan, Pranav Pardeshi, “Restaurant Menu Card by Using 

Augmented Reality” , IJRES, ISSN: 2320-9364, pp. 26-29. Vol.09,  Dec. 2021. 

[44] Jayesh Koli, Prof. Pramod.G.Patil, Krutika Karad, Atharv Borse, Pranav Wagh, “Lung Cancer Detecting 

Using Machine Learning”, IJSREM, ISSN: 2582-3930, Vol. 06, Nov. 2022. 

http://www.ijcrt.org/

