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Abstract:  Various machine learning algorithms for sentiment analysis are discussed in this study. There are various Machine 

learning classifiers such as Naive Bayes, Decision Tree, Random Forest, Support Vector Machine, KNN, and deep learning 

classifiers were used to analyze sentiment. We notice some articles in this paper that are assisting young investigators in determining 

the best path for further study. Various social networking sites, E-commerce sites like Amazon and social media like Facebook, 

Twitter, and Instagram is popular platforms for users to express their views on many topics. Sentiment analysis employs a machine 

learning approach and provides a precise assessment of people's feelings without the need for human intervention. The Sentiment 

analysis divides the text into three categories: positive, negative, and neutral. This paper proposed a machine learning algorithm 

random forest and Support vector machine for analyzing the sentiment of and classifying the positive, negative, and neutral 

sentiments over Amazon product reviews. 

 

Index Terms - Social-Media, Machine Learning, Sentiment Analysis, Opinion Mining 

I. INTRODUCTION 

 

Sentiment classification is the way that examines texts for polarity, ranging from positive to negative using the machine learning 

approach. Machine learning automatically learns human sentiments. Today, social media is an integral aspect of people's lives; they 

utilize it to share their opinions on many topics such as politics, film ratings, and advertisements. There are numerous social media 

platforms available, including Twitter, Facebook, Instagram, and more [1]. They use these social media sites to share their opinions 

on a variety of issues. Therefore, using the training data set, sentiment analysis analyses the text entered by any individual from a 
particular location. It evaluates the sentiments of that certain text by understanding the sentiment of such a user. 

The usage of sentiment analysis is highly widespread and effective, as demonstrated by Expedia Canadian. When they observe 

that viewers are criticizing the musical played on their radio station, Canadians utilize sentiment analysis to their benefit . Expedia 
successfully uses a critical review to show brand-new emotional music on its station instead of brushing off criticism.  

 

1.1 Levels of Sentiment Analysis 

 

Document-level: The entire text in documents is analyzed at the document level. A paper that is solely focused on one subject is 

covered in that level of categorization. Consumers often believe that document evaluation cannot be used to evaluate two themes or 

two documents [2]. For the categorization of document-level sentiment analysis, supervised and unsupervised machine learning 

algorithms are applied. 

 

Sentence level: Sentiment analysis at the sentence level is strongly connected to subjective categorization. The goal of phrase-

level sentiment evaluation is to identify if a sentence contains expressions that are positive, negative, or neutral. Sentence-level 

emotion analysis employs the whole classification from document-level sentiment classification. 

 

Aspect level: The Aspect level sentiment analysis is used to find out the sentiment on the Aspect of those entities. “My car has 

good handling but it is a little heavy” Let’s take this example. In this example, there is an opinion on a car that the handling of a cat 

is positive but the weight of the car is negative [3]-[4]. The competitive statement is part of an Aspect level sentiment analysis. 

 

Phrase level: Opinion terms are classified at the sentence level in the passage wherever they appear. Both of these have benefits 

and drawbacks, with the benefit being that the precise viewpoint of the attribute is present. Nevertheless, it involves a contextual 

polarities issue, thus the outcome might not be correct. 

 

Feature Level: Product characteristics are defined as product features. Feature-level sentiment classification is the term of the 

document Evaluating these characteristics for recognizing sentiments. The retrieved characteristics are used to determine if a 

comment is good, negative, or neutral. 
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Figure 1: Conceptual View of Sentiment Analysis [8] 

 
The following is a description of this study’s significant contributions. 

 

 To conduct a critical examination of sentiment analysis in various contexts. 

 To conduct a thorough examination of multiple sentiment modeling techniques based on machine learning approaches, 
datasets, techniques, findings, and other performance metrics. 

 To identify important research problems and opportunities according to previously significant findings in sentiment 
classification. 

 To design a machine-learning model to classify the positive, negative, and neutral sentiments on product reviews.   

 

II. RELATED WORK 

 

In [1], Tweets are classified into positive or negative comments using machine learning algorithms such as Naïve Bayes, Random 

Forest (RF), Support vector machine (SVM), Unigram with Sentiwordnet, and unigram with Sentiwordnet including negations are 

used as the input in this paper. The author derived three thousand one hundred eighty-four (3184) tweets using the tweeter API. 

Nine hundred fifty-four (954) positives, one thousand eighteen (1318) negatives, and 145 stop words have been identified from 

3184 tweets. Using. The author used features of sentiment analysis like Bag of words (BOW), Term frequency vs Inverse document 

frequency (TF-IDF), Unigram with Sentiwordnet, and Unigram with Sentiwordnet including negation words as input. The author 

gets conclusion that all the classifiers with Unigram with Sentiwordnet and Unigram with Sentiwordnet including negation word 

show higher accuracy in the Bags of words (BOW) and term frequency vs Inverse document frequency (TF-IDF). Random forest 

algorithm with Unigram with Sentiwordnet including negation words gets the highest accuracy of 95.6%. 

In [2] the authors try to use a machine-learning algorithm for Arabic customer feedback. They study two different types of 

methods which are voting and meta-classifier combination. They collect data using Tweepy Application Programming Interface 

(API)17. There are many sarcastic and neutral tweets with positive and negative tweets. A total of 438,931 tweets were collected 

from 75,774 positive and 75,774 negatives. Removing all noisy data from the tweets like pictures, hashtags, retweets, and emotions; 

second tokenization removing non-Arabic letters, normalizing Arabic analog letters. 10 classifiers NB, ME, LR, RR, PA, MNB, 

SVM, SGD, and Ada boost BNB used to extract and discover the polarity of given tweets. The highest accuracy achieved by PA 

and RR is 99.96%. The lowest accuracy achieved by Ada boost, LR, and BNB is less than 60%.  

In [3] uses Amazon customer review data to find out the positivity, negativity, and neutrality of customer reviews. In this, they 

compare two machine learning algorithms Naïve Bayes algorithm and the Support vector machine (SVM). The input is the customer 

review of Amazon products. The review may be negative, positive, or neutral. Apriori algorithm is used to extract the frequently 

used aspects from the input dataset. Sentiwordnet is used to calculate positivity, negativity, and neutrality scores and after that, the 

classifier will apply. The comparison of the algorithm based on the performance can be calculated by using the Accuracy, Precision, 

Recall, and F-1 Measure of each classification. By the experimental result, Naïve Bayes classification is a better accuracy than the 

Support vector machine (SVM). The calculation was done by True positive samples (TP), False positive samples (FP), True negative 

samples (TN), and False-negative samples (FN).  

In [4] many unsolicited email campaigns are one of the biggest threats affecting users. The author combines both Sentimental 

analysis and personality recognition for analyzing the email content. They use two different datasets to validate the proposed 

method. The first dataset is the original dataset (CSDMC 2010 dataset) and the second dataset validation dataset (TREC 2007). 

CSDMC 2010 spam corpus: This is composed of 2949 email messages to carry out original experiments. TREC 2007 public corpus: 

- In this there are 75419 emails of which 25220 are legitimate 50199 spam emails. This method was validated in two different 

datasets improving the best accuracy in both cases (from 99.15% to 99.24% and 98.98% to 99.18%). Further, this method is also 

used for different validation like SMS and social media validation. 

In [5], shows; During the pandemic, the COVID19 whole world is suffering. Social media is a vast platform to share your 

thoughts in any situation. The author uses social media to analyze people’s reactions to this situation. The author portrays the fact 

that how irrationally people are behaving in this situation. It would be easier for the victim to gather some structured information 

from social media. Two sets of datasets have been used in this paper. #Corona, #covid19, # were coronavirus mostly used for this 

survey. In dataset-1 there were 2,26,668 tweets used as the preliminary for dataset-2 they use the tweets which were retweeted most. 

To fit in the model data have been categorized into the train, validation, and test sets. To show the accuracy of unigram, bigram, 

and trigram were performed. The accuracy of dataset 1 is 81% and the accuracy of dataset 2 is 75% using different classifiers. In 

the conclusion, the author came to know that social media is not useful enough to help people. 
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In [6], the author examines the Alzheimer’s disease stigma on Twitter using machine learning techniques. Machine learning 

technique modeled stigmatization expressed in 31150 Alzheimer’s disease-related tweets collected via tweeter API. In this 1% of 

the dataset is used to train a classifier of the tweet and the rest is 99% of the dataset. In this paper, the author discusses how social 

media outlet affects attitude bearing in other development outcomes. The retweet was removed, other tweets which are not related 

to Alzheimer’s were removed, and the keywords “all”, “Alzheimer”, “dementia”, “memory loss”, and “senility” defined the sample 

of analysis. Lastly, they removed the username which contains the topic name they removed. Two researchers did manual coding 

and the result are as follow 43.41% informative, 23.79% joke, 21.22% metaphorical, 19.29% organization, and 24.50% ridicule.  

III. MACHINE LEARNING AND DEEP LEARNING APPROACH 

The labelled polarity dataset, which contains 1500 positive and 1200 negative reviews, has been evaluated. 15. Each review 

initially goes through a data preparation stage when all the ambiguous details are eliminated. Possible characteristics are retrieved 

from the cleaned dataset [7]. These properties must be changed to numerical representation due to the phrases in the papers. Using 

vectorization methods, textual information may be transformed into a numeric representation. By the use of vectorization, a matrix 

is produced in which each column corresponds to a characteristic and each row to a specific comment. The categorization method 

uses this matrix as an input, and the cross-validation approach is utilized to select the training and testing dataset for every fold [8]. 

Graphical Representation displays the sentiment analysis strategy in a step-by-step manner as shown in Figure 2. 

 

 

 
 

Figure 2: Steps of Sentiment Analysis 

 

Steps Followed for Classification  

 

Step 1: The study uses the 1500 positive and 1200 negative labelled comments from the polarities review in the dataset. A unique 

document is kept after every evaluation.  

Step 2: There is a lot of ambiguous material in the reviews that need to be removed. First, during the data preparation stage, any 

special characters (such as (!$)) and extra spaces are eliminated. It has been noted that authors frequently use the same character from 

a term to emphasize a point or to create the review seem more current. These words include wooww and oohh. During this phase, the 

character redundancy is likewise done away with [9]. Stop words refer to the majority of words utilized in English that don't express 

any feeling. Hence, eliminating every one of the English or other language's stop words in the second phase of preparation. 

Step 3: The dataset may be used to retrieve relevant features after the third phase of cleaning it. The comment or review features 
are tokenized phrases. To express each review as a set of numeric values, such words must be transformed into numerical vectors.  

CountVectorizer: The review is converted into a token counting vector. The review is initially tokenized, then a sparse matrix is 

made based on the frequency of each word. 

TF-IDF: Its value reflects how significant a word is to a corpus of documents. The TF-IDF value correlates with a phrase's 
occurrence in a text. 

Step 4: The categorization method can receive the numerical vectors as input. For categorization, several machine learning 

methods will be applied.  

Step 5: A confusion matrix is created once the model has been trained, and it displays the percentage of positive and negative 

comments that were properly forecasted as well as the percentage of positive and negative comments that were incorrectly forecasted 

[10]. This confusion matrix is used to compute the predictive performance for every fold, and the ultimate performance is determined 

by averaging all the specific efficiency values for the 10 folds. The particular precision of a given fold, therefore, may be far greater 

than the average of all levels of accuracy score. 
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Step 6: The various evaluating parameters such as precision, recall, and F-1 score are determined for classifier performance.  The 

effectiveness assessment criteria report and the confusion matrix are generated. Lastly, the results acquired by other researchers in 

the research are examined to the findings found here. 

 

Table 1: Summary of Related Work of Sentiment Analysis based on Machine Learning Approach 

 

Ref. Data set Techniques Parameters 

Elankath et. al. (2023) Malayalam BERT Acc. = 88% 

Soumya S. et. al. (2020) Malayalam NB, SVM, and RF Acc=95.6%. 

Gamal D. et. al. (2019) Arabic 
ML algorithms, 10-fold 

cross-validation 
Acc= 99.6% 

Vanaja S. et. al. (2018) Amazon products review NB, SVM 
Acc=90.42% 

Acc=83.42% 

Ezpeleta, E., I. et.al. (2020) CSDMC2010 Spam Classifiers Acc=99.24% 

Chakraborty, K. et. al. (2020) Covid tweets fuzzy rule Acc=63% 

Arulmurugan, R.et. al. (2019) Personal Blog tweets Cloud machine learning Acc=98.00% 

Hasan, A. et. al. (2018) Urdu Tweet NB, SVM Acc=79.00% 

 

Table 2: Summary of Related Work of Sentiment Analysis based on Deep Learning Approach 

 

Ref. Data set Techniques Parameters 

Jeevananda-m et al (2015) IMDb MLP Acc. = 83% 

Arman et al. (2015) IMDb RNN Acc=88%. 

Abdalraouf et. al.(2017) IMDb, SSTb CNN, LSTM Acc= 88% 

Kalchbrenne-r et. al. (2014) IMDb Dynamic CNN 
Acc=87% 

 

Johnson et. al. (2015) 
IMDb and  

Amazon 
Spam Classifiers Acc=86% 

Yuan et. al. (2015) SemEval-2013 RNN, RNTN Acc=72% 

 

IV. PROPOSED MACHINE LEARNING MODEL 

Sentiment analysis is an NLP approach since it examines the content of texts. It takes the emotions whether they be negative, 

neutral, or positive out of the text. Since the job involves textual data, extensive preparation of the data must be completed before the 

actual categorization. Each word in every phrase is given a Parts-of-Speech tag as part of the data preparation steps. Additionally, 

frequently utilized words are extracted, unneeded or halting words are eliminated, and adjectives are extracted from the tweets. 

By categorizing Amazon reviews, the proposed study compares two machine learning algorithms the random forest and the 

Support Vector Machine classifier on sentiment analysis [11]. In aspect-level sentiment analysis, the study mostly focuses on product 

characteristics or aspect phrases. The suggested system model is depicted in Figure 1. 

 

Dataset: Amazon reviews from customers are the proposed model’s input. Customers provide comments about the products they 

purchase via online shopping platforms in the form of customer reviews. Reviews can be either positive or negative, or they can be 

a mix of the two. 

 

Classification: This phase determines if an opinion is favorable, neutral, or unfavorable. SentiWordNet is utilized to determine 

the positive, negative, and neutral ratings prior to classification. The Random Forest and Support Vector Machine classifier is used 

for the classification task. 

 

Support Vector Machine 

The support vector machine is one of the machine learning classification algorithms for finding a hyperplane to partition a dataset 

into multiple groups. The dataset's data points closest to the hyperplane are called support vectors. A set of data is categorized by a 

hyperplane. Hyper, which is derived from the largest margin, is used to appropriately categorize fresh data. Although it uses fewer 
datasets, the support vector machine produces reliable results. This is more productive. 

 

Random Forest 

Breiman initially introduced the Random Forest algorithm in 2001. An algorithm is proposed for classification and regression 

problems. The Bootstrap sample is retrieved in order to create an RF. The Bootstrap example then does recurrent partitioning. The q 

predictions are randomly selected among the N forecasters at each node [12]. A tree is produced upon the completion of the recurrent 
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partitioning. The processes described above are repeated until a forest is formed. A categorization based on forests is produced when 
all of the trees submit their opinions or tweets. 

 

V. RESULT EVALUATION 

 

Following are the evaluation parameters used to measure the performance of machine learning classifiers.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇_𝑃 +  𝑇_𝑁

𝑇_𝑃 +  𝑇_𝑁 +  𝐹_𝑃 +  𝐹_𝑁
 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇_𝑃

𝑇_𝑃 +  𝐹_𝑃
 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇_𝑃

𝑇_𝑃 +  𝐹_𝑁
 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 × 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

The measure of the performance of proposed classifiers’ Accuracy, precision, recall, f-1 score is used and to compare both the 

classifiers to each other.  Table 3 displays the efficacy of the two methods. 

 

Table 3: Performance of proposed Classifiers 

 

Parameters SVM Random 

Forest 

Accuracy 92.33 96.18 

Precision 85.20 94.70 

Recall  83.12 95.99 

F1-Score 84.44 95.45 

 

Our test results demonstrate that the Random Forest classifier achieves an accuracy score superior to Support Vector Machine as 

shown in Table 3. 

 

 
 

 
 

Figure 3: Confusion matrix of random forest classifies 
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Figure 4: Result Analysis of Classifiers 

 

Figure 4 shows the result analysis of proposed machine learning classifiers. The bar represents the evaluation parameters with an 

accuracy score. It is found that random forest classifiers achieve a better accuracy score of 96.18% as compared to support vector 

machine classifiers. 

 

VI. CHALLENGES IN SENTIMENT ANALYSIS 

  

By employing instance data, the machine learning approach optimizes the framework's effectiveness by using linguistic 

characteristics. The machine learning technique used in a huge amount of dataset models is assessed for conducting sentiment 

categorization with the use of plug-ins and libraries [13]-[14]. The customer must choose the kind of technique that should be 

applied to the data when evaluating a huge amount of data, and that technique must be carried out by employing big data analytical 

methods in order to address a specific issue, such as predictive modeling. Two content sets are typically required to complete the 

machine learning-based classification. These groups of data are regarded as training and testing datasets, respectively. The machine 

learning method has been provided with a training dataset in order to acquire the characteristics of the content, and the test dataset 

is used to gauge the effectiveness of the machine learning classifiers [15]. 

The textual data categorization systems are divided into supervised and unsupervised learning procedures utilizing machine learning 

approaches. The training contents are quite complex, thus unsupervised learning techniques are used to discover them [16]-[17]. 

Additional tagged training materials are used in the supervised learning techniques. Such supervised algorithms also achieve 

acceptable performance, although they are often linguistic and domain-based [18]-[19]. 

Such algorithms also require labeled data, which is typically labor-intensive. The optimal solutions are needed since openly 

available data is typically unlabeled, which has increased the requirement for unsupervised methods [24]. When it comes to 

categorizing the opinions, a semi-supervised learning method is constructed at that point and achieves the optimal outcomes. 

Additional labeled and unlabelled data is needed in order to build the finest learning techniques for unsupervised learning systems 

[20]. 

 

VII. APPLICATION OF THE PROPOSED MODEL IN SENTIMENT ANALYSIS 

 

1. Analyzing market surveys: This entails keeping an eye on what different innovations are being offered and what consumers are 

seeking out. So can adjust the business plan in light of that analysis. 

 

2. To monitor the competitive market: To find out what their rivals are introducing or what products competitors are putting on the 

marketplace. to research the strategies of the opposition using popular sentiment. Among the key uses for sentiment analysis would 

be that. 

 

3. Product Evaluation: 

to learn how customers think of the item after it has been released or to observe responses that have never seen before. So may 

quickly assess a comment by searching the term for a certain characteristic of the item. 

 

4. Analyzing social media: Individuals express their opinions on social media in a variety of contexts, including business, politics, 

the marketplace, and more. Users may quickly track people's attitudes from various perspectives by using sentiment analysis and a 

few key phrases [21]. 

 

5. Consumer Feedback: In every industry or firm, customer input is crucial. With sentiment analysis, a business may quickly see 

consumer feedback on an item and make adjustments to the item in response to the feedback [22]. 
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VIII. ADVANTAGES OF PROPOSED MODEL IN SENTIMENT ANALYSIS 

 

1. Less expensive than assistance for consumer feedback. 

2. It is the quickest method of gathering data on consumer understanding. 

3. Making use of sentiment analysis will make it simple to implement client suggestions [23]. 

4. It will be much simpler to pinpoint the advantages or disadvantages of other businesses or organizations. 

5. The client's assessment will be highly precise. 

 

CONCLUSION 

 

Sentiment assessment is the process of gathering and evaluating sentiments, opinions, comments, Twitter posts, and emotive 

language in order to derive relevant knowledge. For sentiment analysis, it is necessary to organize and analyze hidden material that 

has been obtained from a variety of social media channels, including Instagram, Facebook, as well as other websites for social 

media. The use of deep learning and machine learning for sentiment analysis is described in this research. For sentiment analysis, 

numerous studies employed a variety of machine techniques, including decision trees, random forests, support vector machines, 

Adaboost, Naive Bayes, and logistic regression, among others. The deep learning framework consists of a number of effective and 

beneficial techniques that are used to address a variety of difficulties. In order to offer readers a complete knowledge of the enormous 

progress of the deep learning field of sentiment analysis, several previous works are examined in this paper. 

 

REFERENCES 

[1] Elankath, Syam & Ramamirtham, Sunitha. (2023). Sentiment analysis of Malayalam tweets using bidirectional encoder 

representations from transformers: a study. Indonesian Journal of Electrical Engineering and Computer Science. 29. 1817. 

10.11591/ijeecs.v29.i3.pp1817-1826. 

[2] Soumya, S. and K. J. I. E. Pramod (2020). "Sentiment analysis of Malayalam tweets using machine learning techniques."  

[3] Gamal, D., M. Alfonse, E.-S. M. El-Horbaty and A.-B. M. J. P. C. S. Salem (2019). "Implementation of Machine Learning 

Algorithms in Arabic Sentiment Analysis Using N-Gram Features." 154: 332-340. 

[4] Vanaja, S. and M. Belwal (2018). Aspect-level sentiment analysis on e-commerce data. 2018 International Conference on 

Inventive Research in Computing Applications (ICIRCA), IEEE. 

[5] Ezpeleta, E., I. Velez de Mendizabal, J. M. G. Hidalgo and U. J. L. J. o. t. I. Zurutuza (2020). "Novel email spam detect ion 

method using sentiment analysis and personality recognition." 28(1): 83-94. 

[6] Chakraborty, K., S. Bhatia, S. Bhattacharyya, J. Platos, R. Bag, and A. E. J. A. S. C. Hassanien (2020). "Sentiment Analysis of 

COVID-19 tweets by Deep Learning Classifiers-A study to show how popularity is affecting accuracy in social media."97: 

106754. 

[7] Ahmad, M., S. Aftab, S. S. Muhammad and S. J. I. J. M. S. E. Ahmad (2017). "Machine learning techniques for sentiment 

analysis: A review." 8(3): 27. 

[8] Jagdale, Rajkumar & Shirsath, Vishal & Deshmukh, Sachin. (2016). Sentiment Analysis of Events from Twitter Using Open-

Source Tool. International Journal Of Computer Science And Mobile Computing. 54. 475-485. 

[8] Arulmurugan, R., Sabarmathi, K.R. & Anandakumar, H. RETRACTED ARTICLE: Classification of sentence-level sentiment 

analysis using cloud machine learning techniques. Cluster Comput 22 (Suppl 1), 1199–1209 (2019). 

https://doi.org/10.1007/s10586-017-1200-1. 

[9] Chaturvedi, S., V. Mishra and N. Mishra (2017). Sentiment analysis using machine learning for business intelligence. 2017 

IEEE International Conference on Power, Control, Signals and Instrumentation Engineering (ICPCSI), IEEE. 

[10] Hasan, A., S. Moin, A. Karim, S. J. M. Shamshir band and C. Applications (2018). "Machine learning-based sentiment analysis 

for Twitter accounts." 23(1): 11. 

[11] Hassan, A. U., J. Hussain, M. Hussain, M. Sadiq and S. Lee (2017). Sentiment analysis of social networking sites (SNS) data 

using a machine learning approach for the measurement of depression. 2017 International Conference on Information and 

Communication Technology Convergence (ICTC), IEEE. 

[12] Kamal, A. and M. Abulaish (2013). Statistical features identification for sentiment analysis using machine learning techniques. 

2013 International Symposium on Computational and Business Intelligence, IEEE.  

[13] Mukhtar, N., M. A. J. I. J. o. P. R. Khan and A. Intelligence (2018). "Urdu sentiment analysis using supervised machine 

learning approach." 32(02): 1851001. 

[14] Nasim, Z., Q. Rajput and S. Haider (2017). Sentiment analysis of student feedback using machine learning and lexicon-based 

approaches. 2017 international conference on Research and Innovation in information systems (ICRIIS), IEEE. 

[15] Pang, B., and L. J. a. p. c. Lee (2004). "A sentimental education: Sentiment analysis using subjectivity summarization based 

on minimum cuts." Hammad, M. and M. Al-awadi (2016). Sentiment analysis for Arabic reviews in social networks using 

machine learning. Information technology: new generations, Springer: 131-139. 

[16] Ahmad, M., S. Aftab and I. J. I. J. C. A. Ali (2017). "Sentiment analysis of tweets using SVM." 177(5): 25-29. 

[17] Ahmed, E., M. A. U. Sazzad, M. T. Islam, M. Azad, S. Islam and M. H. Ali (2017). Challenges, comparative analysis, and a 

proposed methodology to predict sentiment from movie reviews using machine learning. 2017 International Conference on Big 

Data Analytics And Computational Intelligence (ICBDAC), IEEE. 

[18] Devi, G & Somasundaram, Kamalakkannan. (2020). Literature Review on Sentiment Analysis in social media: Open 

Challenges Toward Applications. 29. 1462-1471. 

[19] J. Jotheeswara and S. Koteeswaran,“Decision tree-based feature selection and multilayer perceptron for sentiment analysis”, 

ARPN Journal of Engineering and Applied Sciences, vol. 10, 2015,pp 5883-5894. 

[20] Z. Arman and A. Pak, “Sentiment Analysis of a document using deep learning approach and decision trees”, International 

Conference on Electronics Computer and Computation (ICECCO), 2015, pp 1-4.  



www.ijcrt.org                                                             © 2023 IJCRT | Volume 11, Issue 4 April 2023 | ISSN: 2320-2882 

IJCRT2304852 International Journal of Creative Research Thoughts (IJCRT) g703 
 

[21] A. Hassan and A. Mahmood, "Deep Learning approach for sentiment analysis of short texts," 2017 3rd International Conference 

on Control, Automation and Robotics (ICCAR), 2017, pp. 705-710.  

[22] N. Kalchbrenner, E. Grefenstette, and P. Blunsom,“A convolutional neural network for modeling sentences”, Association for 

Computational Linguistics, vol. 1, 2014, pp 655-665.  

[23] R. Johnson and T. Zhang, “Semi-supervised Convolutional Neural Networks for Text Categorization via Region Embedding”, 

Advances in neural information processing systems, Vol. 28, 2015, pp 919-927. 

[24] Y. Yuan and Y. Zhou. “Twitter Sentiment Analysis with Recursive Neural Networks”, CS224D Course Projects, 2015. 

 


