
www.ijcrt.org                                                            © 2023 IJCRT | Volume 11, Issue 4 April 2023 | ISSN: 2320-2882 

IJCRT2304742  International Journal of Creative Research Thoughts (IJCRT) f922 
 

 

DETECTION OF PNEUMONIA USING 

TRANSFER LEARNING 

1Somesh D. Maslekar, 2Tejaswini C. Dahare, 3Gaurav Divtelwar 

1-3Projecties, 4Assistant Professor Department of Computer Technology, 

Kavikulguru Institute of Technology And Science, Ramtek, India 
 
 

Abstract: In India, where it affects 7% of the world's population and accounts for 2 million child deaths annually, or approximately 

23% of the global burden of pneumonia, the World Health Organization (WHO) estimates that pneumonia accounts for one out of 

every three deaths. An aching X-ray radiograph may typically be examined by a highly trained consultant to identify pneumonia. By 

allowing models to achieve high accuracy with little training data, the strong method of transfer learning has fundamentally altered 

the field of deep learning. Top to bottom examination of move learning in profound brain networks is introduced in this exploration. 

It discusses the main concepts and applications of transfer learning, as well as its benefits and drawbacks, in general. 

 

Index Terms - Transfer learning, deep neural network, machine learning, natural language processing, Pneumonia. 

I. INTRODUCTION 

Pneumonia is the most widely recognized reason for death for the two kids and grown-ups from one side of the planet to the other. 

Children under the age of five, as well as older adults over 50, have a weaker immune system and are more likely to get sick. 

Pneumonia is the essential justification behind death in kids younger than 5, containing around 16% of generally passings in this age 

range overall As per the WHO, in a year, north of 4,000,000 overall rashly passings because of sicknesses. brought about by 

homegrown air defilement, like pneumonia, and it influences around 70% of the tota populace every year. As a result, early diagnosis 

and treatment can be crucial to halting the disease's progression. An assortment of orgainisms, including bactaria, infections, and 

organisms, can cause Pneumonia. We can save a lot of lives by treating the disease when it is first discovered. Move learning is an 

AI method that use information learned in one space to further develop execution in one more related area. Due to its effectiveness in 

solving problems with limited data and its ability to reduce training time and computational costs, this method has gained widespread 

acceptance. The fields of speech recognition, natural language processing, and image recognition all make use of transfer learning. 

Based on the source and target domains, there are four types of transfer learning: same task, different tasks that are related to each 

other, the same domain but with a different distribution of data, and different domains. With large-scale datasets like ImageNet, deep 

neural networks have achieved remarkable success in image classification tasks. However, it is difficult to train models with high 

performance because labeled data is scarce in many areas. It has become clear that transfer learning is a potent method that makes 

use of knowledge acquired from one task or domain to boost performance on another related task or domain. Transfer learning in 

image classification is the focus of this paper, which aims to compare and contrast various transfer learning approaches in terms of 

performance. In a variety of machine learning endeavors, particularly in computer vision and natural language processing, deep 

neural networks have demonstrated remarkable success. However, obtaining a large amount of data, which can be costly and time-

consuming, is necessary for training deep neural networks. In certain computer vision and medical imaging tasks, such as target 

recognition and segmentation and X-ray image processing to analyze the biological or abnormal structures of the patient's body, deep 

learning (DL) techniques outperformed standard machine learning methods. We propose a customized VGG-16 CNN model with an 

optimized layer architecture that can accurately identify pneumonia from chest X-ray data in this study, which was inspired by the 

most accurate and reliable efficiency of pneumonia detection using deep learning (DL). Furthermore, a comparative analysis of 

various optimizers was carried out in order to identify the ideal optimizer for interpreting X-rays. We utilized the exactness, 

accuracy, review, and f1 score measurements to assess the model. Numerous AI-based solutions are currently utilized to resolve 

biomedical issues like the detection of brain tumors, cancer, and other diseases. Since chest X-rays are inexpensive and provide 

ample data for various ML models, the ML method is frequently utilized. In terms of disease prediction, these models provide 

accuracy comparable to or even exceeding that of a particular radiologist. Move learning models like, VGG16,VGG19 and 

Reset50 are not many of the extremely effective Picture Net dataset models having pre-prepared loads. For pneumonia location, one 

of the accompanying strategies ought to be utilized: a chest MRI, chest X-rays, a CT lung scan, and an ultrasound of the chest. 

Currently, X-ray scans are one of the most efficient methods for diagnosing pneumonia. However, it is difficult and requires the 

presence of specialized radiologists to identify pneumonia on X-rays. Consequently, interpreting a chest X-ray for pneumonia can be 

time-consuming and inaccurate. This is because a number of other medical issues, such as extra blood, lung cancer, overlapping X-

ray images of other diagnoses, and a number of benign anomalies, may all cause similar image opacification. Consequently, accurate 
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X-ray reading is highly desired. 

 

II. LITERATURE REVIEW 

 

Tawsifur Rahman and M. Chowdhury's book review "Transfer Learning with Deep CNN" Pneumonia is a serious, life- 

threatening respiratory infection that has claimed a lot of lives all over the world. People over the age of 65 and children under the 

age of five are more likely to suffer from this lung disease. Pneumonia treatment can be difficult, but early diagnosis with CAD 

systems can help prevent it. Radiologists use CXR a lot as the primary imaging tool for detecting pneumonia at the moment. Various 

DL methods have been developed for the detection of pneumonia with the CAD system in mind, whereas the standard method is 

based on clinician decisions. A novel hybrid CNN model employing three classification methods is proposed in this regard. CXR 

images are categorized using layers in the first classification strategy. The weights with the highest classification accuracy are saved 

after this model is trained for a number of epochs. The maximum consultant CXR photo capabilities are extracted the use of educated 

optimized weights inthe second classification method, and ML classifiers are used to classify the images. CXR images are classified 

using an ensemble of the proposed classifiers in the third classification method. The outcomes recommend that the proposed 

gathering classifier utilizing SVM with RBF and LR classifiers has the best exhibition. Eventually, this model is conveyed to make 

an electronic computer aided design framework to help radiologists in pneumonia location with a critical exactness. 

 
A model that was trained using the Kermanyet al. dataset was presented by Raheel Siddiqi. An 18-layer deep sequential 

convolutional neural network was used to create the model. The classification task was completed by the proposed model with an 

accuracy of 94.39 percent. Additionally, the model had a high sensitivity of 0.99. However, the model lacked a high degree of 

specificity. 

 

Ayan and Unver's "Diagnosis using deep learning" utilized the VGG16 and Xception CXR deep learning models. Following 

Transfer learning during the training phase, the model was refined. On a variety of metrics, the two networks' performance was 

evaluated. The VGG16 model had an accuracy of 87%, while the Xception model had an accuracy of 82%. It was found that the 

Xception model performed well in detecting pneumonia cases, while the VGG16 model performed well in detecting normal cases. 

 

III. MACHINE LEARNING METHODS Move Learning 

It is strategy for ML in which the generally prepared model which has recently procured information can be utilized for settling other 

different prolems. Pre-trained models are used as the basis for classification in this process, rather than training once more with 

weights selected at random. We can use these models with smaller datasets by performing data augmentation, even though they are 

trained on very large datasets. 

Figure1. Overall process of transfer learning. 

 

Pre-trained Convolutional Neural Network 

 

A type of CNN model is the pre-trained Convolutional Neural Network VGG. Over a million images were used to train and test it, 

and there were a thousand different classes. This network's simplicity stems from its use of only three covolutional layers stacked on 

top of each other. The size gets smaller with the help of max-pooling. VGG16 and VGG19 both were utilized to see the exhibition. 

VGG-16 is a ConvNet with deep layers of 16 and VGG-19 is a ConvNet with deep layers of 19. The vanishing gradient problem and 

the degradation problem were the first two areas in which Residual Networks (ResNet) were initially developed. The following are 

examples of ResNet: ResNet 18, ResNet 50, and ResNet 101 are referred to by their respective layer counts. The CNN 

(Convolutional Neural Network) model helps with classification by first learning the features of the images. The justification for 

fame of CNN is its awesome execution while ordering. 

 
 

IV. METHODOLOGY Dataset 
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We used a dataset that was freely accessible; chest X-ray images were used to feed our network. It contains complete 5,860 chest X 

beams in of two classifications, one is Pneumonia and the other is Typical. Out of the total number of images, 5,206 were used to 

train the model, 634 were used for testing, and the remaining images are part of the validation dataset. Pre-processing the data is one 

of the most important steps in building a model, and resizing all of the input images for the three machine learning techniques in 224 

224 was one of the most important steps. After that, we fine-track those algorithms and cause them to equipped for correctly 

detecting pneumonia. The use of the data augmentation technique is helpful because it addresses the issue of a limited dataset. By 

increasing the size of the train data, this method prevents overfitting of the data, which is one of its benefits. As a result, we need 

not be concerned about overfitting. After the training phase is complete, we need to use our test dataset to carry out a few evaluation 

techniques to determine the quality of our model. F1score, accuracy, recall, and precision were the methods of evaluation used. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 2. Chest X-ray Images. 

 
 

Metrics of precision, Recall and F1 score of the VGG16 model 

 

Sr. No. Pneumonia classes precision Recall F1-Score No. of tested images 

1 Abnormal 0.78 0.63 0.70 855 

2 Normal 0.50 0.64 0.62 318 

3 Accuracy - - 0.63 1173 

 

What do these terms mean and how are they calculated has been mentioned below: 
 

• Accuracy: It is the percentage of TP expected to belong to a particular class among the entire sample. 
 

Accuracy =
 TP +TN 

 
TP +TN + FP + FN 

• Precision: tells us how much of the test data's predictions were correct. 
 

Precision=
   TP 

 
TP + FP 

• Recall: The percentage of all positive results classified by the algorithm is calculated. 
 

Recall=
 TP 

 
TP + FN 

• F1-score: It conveys a balance of recall and precision. 

 

F 1−Score=2×¿ 
Precision×Recall 

Precision+ Recall 
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Where TP, FP, TN and FN are true positive, false positive, true negative, and false negative, respectively. 

 

Profound Exchange learning 

 

Move learning can be valuable in those utilizations of CNN where the dataset isn't huge. Figure 3.2 illustrates the idea of transfer 

learning, in which a trained model from a large dataset like ImageNet can be applied to a smaller dataset. Transfer learning has 

recently been used with success in a variety of field applications, including baggage screening, medical, and manufacturing. The 

deep learning algorithm, when developed from scratch, requires a lengthy training period, so this eliminates the need for a large 

dataset. Transfer Learning Deep: It is necessary to clearly define some of the notations used in this survey. First, we provide the 

respective definitions of a domain and a task: A space can be addressed by D = {χ, P (X)}, which contains two sections: the edge 

probability distribution P (X) and the feature space, where X = x 1,..., x n. T = y, f (x) can be used to represent a task. There are two 

parts to it: mark space y and target expectation capability f (x). Additionally, the conditional probability function P (y|X) may be idea 

of as f (x). 
 

Figure 3. Transfer Learning Model. 

 

Classification using ResNet-50 
 

Classification with ResNet-50 There is a good reason why ResNet-50 was chosen. Although a number of different architectures were 

utilized in the past, none of them produced satisfactory results. For instance, VGG16 is a relatively more modest organization. Chest 

x-rays may not contain the features necessary to classify pathologies. Its poor performance may be attributed to its smaller network. 

While training a complete DenseNet-121 required more time, it produced comparable results to VGG16. Using such a deep network 

architecture could result in a deeper network. ResNet-50, a brand-new base model, was put through its paces as a compromise 

between the two. 

 

Pre-Processing 

 

The principal steps of building a model is pre-handling of the information and quite possibly of the most essential step here was to 

resize all the info picture for the three AI procedure in 224*224. Every one of the three calculations for example VGG 16, 

VGG19 and ResNet50, the picture was resized to 224*224 for input. Every one of the pictures to the individual models were likewise 

standardized as needs be. In fact information pre-handling is a strategy wherein the fundamental point is to change the information 

into that structure which is viable for the model to comprehend before information can be utilized, it should be pre- handled. 

 
 

V. CONCLUSION 

 

Move learning is a strong procedure that has acquired huge consideration in the AI people group as of late, In this review, we gave 

an outline of move getting the hang of, including its advantages, restrictions, and different methodologies. ResNet50 and 

DenseNet121 achieved the highest levels of accuracy in our experiments, demonstrating that transfer learning can improve 

pneumonia detection accuracy. As a result, a method for accurately interpreting radiographic images is required. It is now possible 

to develop improvised patient care, reduce the workload of radiologists, and assist them in making better decisions thanks to 

significant advances in the field of deep learning in recent years. The primary objective of the study, which was to create an 

efficient model for classifying pneumonia using chest X-rays, was successfully accomplished. In view of the writing survey, two 

datasets are chosen for building a powerful model for the order assignment of pneumonia sickness. ResNet -50 was chosen as the 
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base architecture, and transfer learning is used to train it on two distinct datasets. Additionally, the model is trained for various test-

to-training ratios. Despite the model's high level of accuracy, 
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