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Abstract: In recent years, credit cards have become the most popular payment method. As technology advances, 

so does the quantity of fraud instances, necessitating the development of a fraud algorithm for accurately detect and 

eliminate fraudulent actions. People have been looking for creative ways to illegally access someone’s finances since 

the invention of payment systems. This threat has escalated in recent years, as the vast majority of transactions are 

now conducted totally online with credit card information. Credit Card Fraud is a broad term that applies to any sort 

of fraud employing a payment card, particularly a credit card. The sole goal of such infractions is usually to obtain 

products as well as services, or to pay a significant transfer to another account even without owner’s permission. 

This project intends to concentrate mostly on algorithms for machine learning. Here a comparative study between 

several algorithms namely SVM, Decision Tree, Naïve Bayes, KNN and Logistic Regression has been done. The 

Logistic regression algorithm has been employed due to its better accuracy. The accuracy is being used to calculate 

the results. Thus, a predictive study has been developed which is used to compute the status of any credit card with 

    respect to the transaction. 
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I. INTRODUCTION 

 

Fraud involving credit cards is an increasing concern in today's society, as is fraud in public offices, corporate 

industries, financial industries, and a variety of other organizations. In today's society, the heavy reliance on the 

internet is the cause of a spike in credit card fraud transactions, although fraud has increased not only internet but 

also offline. Although information retrieval techniques [1] are applied, the results are not very reliable in detecting 

credit card fraud. The only way to lower these costs is really to defraud using efficient algorithms, which is a 

plausible method of reducing credit card scams. The only way to reduce these costs is to detect fraud using efficient 

algorithms, which is a promising technique to reduce credit card fraud. The major goal is to create a fraud detection 

system that detects fraudulent transactions in less time and with more accuracy by utilizing machine learning-based 

categorization techniques. As technology advances, cash payments are decreasing and online payments are 

increasing, allowing fraudsters to conduct anonymous transactions. 

In some online payment methods, only the cardholder name, maturity date, and CVV are necessary, and that data 

may be lost without our knowledge; in some circumstances, we are unaware that our data is being taken.We are 

unaware that our data has been leaked due to purchases made over the internet when criminals utilize phishing 

techniques to obtain the details. He only requires card data for some purchases to commit fraud, and the user may 
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not be aware that his/her credit card information has been compromised. The card information should be kept secret. 

Information may be disclosed as a result of phishing sites, and the device could be lost or stolen. The best technique 

to determine if a transaction is fraudulent or not is to examine the customer's purchasing habits using available data 

and utilize machine learning to determine whether such a transaction is legitimate or not. 

Fraud in any form is a criminal offence, and credit card fraud means stealing money. Many research have been 

conducted to determine if a transaction is fraudulent or not. Having several hurdles and attempting to overcome 

them [2]. To begin, many employed Data Mining Methods to detect fraudulent transactions by employing some 

unconventional methodology, and these days criminals are so skilled that they may commit fraud without breaking 

any regulations [3]. As a result, using computer vision is common. So, in this case, a significantly unbalanced data 

set is analyzed in order to provide us with the optimal algorithm to apply along with its problems. Because it is 

heavily imbalanced, regardless of whether the proposed method is efficient or not, it provides an accuracy of around 

99.9%. As in [4], under sampling is thought to produce beneficial outcomes in this case. As shown in [5], outlier 

detection and eradication techniques are utilized to accurately identify fraudulent transactions in a credit card 

payment dataset. 

People in today's generation are more interested in receiving things online than going out and buying them, and as a 

result, the rise of ecommerce platforms is increasing, as is the risk of credit card theft. To minimize such financial 

crimes, we must first identify the optimum algorithm for decreasing credit card frauds. 

 

II. RELATED WORK 

 

New ways for detecting credit card fraud using a variety of research methods or fraud detection tools, with a focus 

on neural network models, data analysis, and distributed storage mining. A variety of other techniques are employed 

to detect credit card fraud. After conducting a literature review on multiple methodologies of credit scoring, we can 

infer that there are many additional ways in Machine Learning on its own to recognize credit card fraud. 

Fraud detection using credit cards research employs combination Machine Learning[6][7] and Computational 

Intelligence algorithms[8]. In this segment, we improve the job completed in two areas: (i) the widely available tool 

for detecting fraud, and (ii) the approaches for dealing with imbalanced data. A [9] provides some ways for dealing 

with unbalanced data. They are (a) modular, (b) sampling methods, and (c) procedures that are similar. 

In 2019, Yashvi Jain, Namrata Tiwari, Shripriya Dubey, and Sarika Jain studied various techniques [10] for credit 

card fraud detection, including support vector machines (SVM), artificial neural networks (ANN), Gradient 

boosting, Markov Prototype, K-Nearest Neighbours (KNN) Proposed Fuzzy system, and Decision Trees. In their 

paper, they discovered that the k-nearest neighbor, decision trees, and SVM algorithms provide medium-level 

accuracy. A high detention rate is provided by neural networks, naïve bayes, fuzzy systems, and KNN. Algorithm 

pertaining to Logistic Regression & fuzzy logic imposed lowest accuracy. At the middle level, the 

LogisticRegression, SVM, decision trees provide a high detection rate. There are two methods, ANN and Nave 

Bayesian Networks, that perform better across all parameters. These are quite expensive to train. All algorithms 

have a significant flaw. The disadvantage is that these techniques do not produce the same results in various 

contexts. They produce better outcomes with one type or dataset and worse results with another. 

Heta Naik and Prashasti Kanikar conducted research on numerous algorithms [11] in 2019. Among the 

categorization algorithms, Nave Bayes stands out. Bayes' theorem determines the likelihood of an event occurring. 

Logistic regression algorithms are comparable to linear regression algorithms. 

In 2019, Sahayasakila V, D.Kavya Monisha, Aishwarya, Sikhakolli Venkatavisalakshiswshai Yasaswi revealed the 

Whale Optimization Techniques (WOA) and SMOTE, two essential algorithmic techniques [12]. They were 

primarily concerned with increasing convergence speed and resolving the data imbalance issue. The SMOTE and 

WOA techniques are used to solve the class imbalance problem. The SMOTE technique discriminates all synthetic 

transactions, which are then re-sampled to ensure data accuracy and optimised using the WOA technique. The 

method also enhances the system's convergence speed, accuracy, and efficiency. 

Navanushu Khare and Saad Yunus Sait [13] presented their work in 2018. They started with a very skewed dataset 

and moved their way up. Accuracy, sensitivity, precision, are used to assess project. The accuracy for Logistic 

Regression is 97.7%, Decision Trees is 95.5%, Random Forest is 98.6%, and SVM classifier is 97.5%, according to 

the results. They discovered that perhaps the Random Forests really does have the maximum accuracy of all the 

methods and is the best algorithm for detecting fraud. They also discovered that now the SVM algorithm suffers 

from data imbalance and does not perform much better in detecting credit card fraud. 
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III. PROPOSED WORK  

 

               The work has been conceptualized in figure(i).. 

 

 
Figure (i) - Proposed Methodology 

 

Initially dataset has been gathered and machine learning pipeline has been initiated. Machine Learning follows 

mainly the principle of training data proceeding testing the model and checking for predictions and further 

deployment. The pipeline of machine learning workflow has been identified in figure (ii). 

 

 
Figure (ii): Machine Learning workflow 

 

Following this pipeline the algorithms namely Random Forest,KNN, Decision Tree, Naïve Bayes and Logistic 

Regression are deployed on this particular dataset to compute credit card frauds and it is visualized that Logistic 

Regression performs best on testing data and it is further required to develop a predictive system which can easily 

identify the specific fraudulent transaction pertaining to any particular card. 
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IV. RESULTS AND DISCUSSIONS 

 

Figure (iii): Classify the dataset 

 

 

In figure (iii) dataset classification which is a significant measure to perform any computational check. 

 
 

Figure (iv): Identification of dataset corresponding values with respect to credit cards as per dataset 

 

In figure (iv) the stratification of the dataset has been done to visualize the card information which is an important 

step ahead computation of fraud identification. 

 

 
                                                            Figure (v): Understanding of Data 

Figure (v) shows that analysis of the data employs algorithms to continuously improve itself, but adequate data is 

essential for these models to function successfully, which entails obtaining and analysing data using tables and 

graphics. 

 

 

                                                   Figure (vi): Distribution of Transactions 

 

In figure(vi) the distribution of transactions has been diversely visualized and it is depicted that the dataset is highly 

imbalanced as the distribution of fraud transactions {1} and true transactions {0} varies to a larger extent. 
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Figure (vii): Calculation of statistical measures 

Considering the dataset in figure (vii) statistical measures are computed. Scientific study requires statistical 

methodologies. In fact, statistical approaches dominate scientific research since they involve planning, designing, 

data collection, analysis, meaningful interpretation, and publishing of study findings. 

 

 
Figure (viii):- Building a new dataset 

In figure (viii) a new dataset has been has been developed to diminish the imbalance. 

 

 
Figure (ix):- Splitting into features and targets 

 

The dataset has been split into features and targets to avoid data over fitting and further imbalances as per figure 

(ix). 
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Figure (x):- Data Standardization 

 

 
Figure (xi):- Accuracy analysis of KNN 

 

 
 

Figure (xii):- Accuracy of Naïve Bayes 
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Figure (xiii):- Accuracy of Random Forest 

 
 

Figure (xiv):- Accuracy of Decision Tree 

 

 
Figure (xv):- Accuracy of Logistic Regression 
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Thus, the comparative study between various algorithms with respect to their algorithms can be summarized as 

below in table 1: 

 

Sl. No Algorithm Name Training 

Accuracy 

Testing Accuracy Rank Based on 

Accuracy 

1 Decision Tree 100% 64.10% 4 

2 Random Forest 96.15% 89.74% 3 

3 Logistic Regression 100% 100% 1 

4 Naïve Bayes 78.84% 64.10% 5 

5 KNN 97.43% 97.43% 2 

 

Table 1: Comparative study of algorithms 

 

So, from Table 1, it is clear that Logistic Regression performs best and Naïve Bayes has lease accuracy on 

performance. Therefore, predictive system is developed with the help of Logistic Regression algorithm. 

 

 
 

Figure (xvi):- Predictive System 

 

V. CONCLUSION  

From this work, we can conclude that a predictive system is developed with the help of Logistic Regression algorithm that 

performed best on this respective dataset to compute the fraud for  a particular credit card. This system will help to check and 

identify any sort of fraudulent transaction on any credit card 
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