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Abstract - Text summarization could be a process of extracting the context of an oversized document and summarizing it into 
a smaller paragraph or some sentences. Text summarization plays an important role in saving time in our day to day life. It's  
also employed in many bigger project implementations of classification of documents or in search engines. This paper 
presents a technique of achieving text summaries accurately using specific deep learning methods. 
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I. INTRODUCTION 

 

Text summarization is the process of manufacturing a brief and concise summary by capturing the vital information and 
also the comprehensive meaning. Text summarization is achieved by linguistic communication processing techniques by 
using algorithms like page rank algorithms etc. While these algorithms fulfill the target of text summarization, they 
cannot generate new sentences which don't seem to be within the document like humans. They will even have 
grammatical errors. This can be avoided using Deep Learning. The utilization of deep learning builds a good and 
comparatively fast model for text summarization. The employment of deep learning methods helps us generate 
summaries which might be formed with new phrases and sentences and also which are grammatically correct. 

 
Text Summarization is broadly classified into two types: 

 
1.1   EXTRACTIVE TEXT SUMMARIZATION 

The extractive text summarization involves extracting key phrases from the source document and combining them to 
make a summary. We identify important words or phrases from the text and extract only the most relevant sentences 
for the summary. 
 

 
 
                 Figure1 Extractive Text Summarization 

1.2 ABSTRACTIVE TEXT SUMMARIZATION 

The abstractive text summarization can create new phrases and sequences that relay the most useful information from 
the original source. The sentences generated through this method may or may not be present in the original document. 
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2 DATA ANALYSIS 

 

Performing basic pre-processing steps is extremely important before we get to the model building part. Using messy and 
unclean text data could be a potentially disastrous move. So, we are going to drop all the unwanted symbols, characters, 
etc. from the text that don't affect the target of our problem. 

 
We will perform the below preprocessing tasks for our data: 

 

 
 Convert everything to lowercase 

 Remove (‘s) 

 Remove any text inside the parenthesis ( ) 

 Eliminate punctuations and special characters 

 Remove stop words 

 Remove short words 

 

 
3 METHODS 

 

3.1 CleanData() 
 

It is used to clean the data by using preprocessing steps as mentioned earlier in the paper. 

3.2 BUILD DATASET() 
 

It is used to build, train and test the data sets provided. 

 
3.3 BuildDict() 

 

It is used to build a dictionary where keys are words and values are random but unique numbers. It also builds another 
dictionary with keys as unique numbers and values as words. These are used in tokenization of words so that the input 
to the model is a set of numbers instead of words so as to make the computation easier using vectors. 

 
3.4  TOKENIZE() 

 

It is used to tokenize the input data and send it to the model. Tokenizing data is important as the networks need 
numerical data to work on rather than raw data with characters and strings. 

 

4 DATA MODEL 

 
 The model used here is sequence to sequence model. Sequence-to-sequence learning could be a training model that may 
convert sequences of one input domain into the sequences of another output domain. It's generally used when the input 
and output of a model may be of variable lengths. It's a technique of encoder-decoder based artificial intelligence that 
maps an input of sequence to an output of sequence with a tag and a spotlight value. The thought is to use two LSTMs 
which will work along with a special token and take a look at to predict the following state sequence from the previous 
sequence. 
 

4.1 Encoder-Decoder architecture: 

 The Sequence to Sequence model uses a technique of encoder- decoder is based artificial intelligence shown in 
fig.2. Encoder-Decoder architecture is employed in predicting sequences when the length of output and input file may 
vary. The input sequence is read entirely by the encoder and hard and fast length content is generated. The interior 
representation captures the complete context of the computer file sequence. The decoder network uses this 
representation to predict the output words until the top of the sequence token is reached. 

 
Figure 2 Encoder-Decoder 
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4.2 Encoder 

 An encoder is an LSTM network which reads the whole input sequence. At any time step, one word from the input 
sequence is read by the encoder. It then processes the input at every step and captures the context and therefore the key 
The decoder is additionally an LSTM network. It reads the complete representation generated by the encoder one word at 
a time step. It then predicts the identical sequence offset by just one step. The decoder is trained to predict the subsequent 
word within the output sequence given the previous word supporting the contextual memory stored by the LSTM 
architecture. Two special tokens are added at the start and at the top of the target sequence before feeding it to the 
decoder. We start predicting the target sequence by passing one word at a time. The primary word of output of the 
decoder is usually token. The top of the output sequence is represented by a token. 
 

 Information associated with the input sequence. It takes each word of input(x) and generates the hidden state 
output (h) and therefore the cell state which is an inside state(c). The hidden state (hi) and cell state (ci) of the last time 
step are the inner representation of the entire input sequence which can be used to initialize the decoder. 
 
4.3 Decoder 

The decoder is also an LSTM network. It reads the entire internal representation generated by the encoder one 
word at a time step. It then predicts the same sequence offset by one time step. The decoder is trained to predict the next 
word in the output sequence given the previous word based on the contextual memory stored by the LSTM architecture. 
Two special tokens <start> and <end> are added at the beginning and at the end of the target sequence before feeding it to 
the decoder. We start predicting the target sequence by passing one word at a time. The first word of output of the 
decoder is always <start> token. The end of the output sequence is represented by <end> token. 
 
4.4 Attention layer 

A Sequence to Sequence model with an attention mechanism consists of encoder, decoder and an attention layer. 
Attention mechanism is employed to secure individual parts of the input which are more important at that exact time. It is 
often implemented by taking inputs from when step and giving weightage to time steps. The weightage depends on the 
contextual importance of that specific time step. It helps listen to the foremost relevant parts of the input file sequence so 
the decoder can optimally generate the subsequent word within the output sequence. 
 

5 IMPLEMENTATION 
 

We implement the abstractive technique using a deep learning technique called Long Short Term Memory (LSTM) which is 
a type of Recurrent Neural Network Algorithms. The data used for this project is a manually curated dataset of news articles 
from prominent news agencies. 

5.1 DATA 

The data used is our custom dataset. It has two features: article and highlights. The article includes the document that is to 
be summarized and it’s a news article. Highlights are the headlines of the corresponding news which are used as 
summaries. We will be focusing on the article feature for our project. The model used is the abstractive method which is 
implemented using deep learning techniques. 

 
  5.2 Algorithm 

The algorithm used is T5 (Text-To-Text Transfer Transformer). T5 is an encoder-decoder model pre-trained on a multi-
task mix of unsupervised and supervised tasks, for which each task is converted into a text-to-text format. The T5 
algorithm is shown in figure 3. T5 reframes all NLP tasks into unified text to text format where the input and output are 
always converted into text streams. It allows to do document summarization in a better way. 

 
 

Figure3 T5 Algorithm 
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6 RESULTS 

 
In this text summarization model, we use ROUGE (Recall-Oriented Understudy for Gisting Evaluation), a metric for giving 
the scores for text summarization, by comparing with previous text summaries. It's used for evaluating automatic text 
summarization and machine translations. It consists of a collection of metrics which are used for evaluation. It compares 
the result automatically produced using the model by the machine against human produced results. Within the text 
summarization model, the human produced summaries which are used for reference are reference summaries and also 
the summary generated using the models are called system summaries. The model is evaluated to support the extent to 
which the system summaries are almost like the reference summaries. This is often captured by recall. Here, Recall means 
what proportion the system summary is ready to capture or recover the essence of reference summary. If we are just 
considering the individual words, it is often computed as: 

 

ROUGE= (Number_of_overlapping_words) ÷ (Total_words_in_reference_summary) 

ROUGE-1 : refers to the overlap of unigrams between the system summary and reference summary.  
ROUGE-2 : refers to the overlap of bigrams between the system and reference summaries.  
ROUGE-N : measures unigram, bigram, trigram and higher order n-gram overlap.  
 
Figure4 shows the values of statements while running ROUGE scores on unigrams. Figure5 shows the results of text 
summarization in which 250 word length of data document is provided as input which is summarized and reduced to 
100 word document. 
 
 
 

 
 

Figure4 ROUGE Unigram Values 

 

 
 
Figure5 Text summarization Results  
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7 CONCLUSION 

 
The increasing growth of the net has made an enormous amount of knowledge available. It’s quite difficult for humans to 
summaries large amounts of text manually. Thus, there's a desire for automatic summarization tools during this age of 
knowledge overload. 
 
The International Data Corporation (IDC) projects that the overall amount of digital data circulating annually round the 
world would increase from 4.4 zettabytes in 2013 to almost 180 zettabytes in 2025. That’s a large amount of information 
circulating within the digital world. There's a dire need of algorithms which may automatically shorten the quantity of 
information with accurate summaries that capture the essence of the intended messages. Furthermore, applying text 
summarization reduces reading time and accelerates the method of researching for information playing a serious role 
within the current era of rapid development and digitalization. 
 
Humans are generally quite good at this task as we've got the capacity to know the meaning of a text document and 
extract salient features to summarize the documents using our own words. However, automatic methods for text 
summarization are crucial in today’s world where there's an overabundance of information and lack of manpower in 
addition as time to interpret the information. 
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