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ABSTRACT 

Image Classification is one of the most comprehensively used algorithms in the area of Artificial 
Intelligence. In recent times, Convolutional Neural Networks (CNN) has been the strongest advocates for 
Deep Learning. Many challenges may be overcome, and inspiring results are often obtained by combining 
Big Data technologies with deep learning. The analysts can classify images with high efficiency with the 
blend of the Apache Spark and Deep Learning technologies and build models that can be run on 
K8/cloud/on-premise clusters. Most AI projects start with a Python notebook running on one laptop 
however, one usually must bear a mountain of pains to scale it to handle larger data set during a 
distributed fashion. We have built a unified system that helps us in running big data analytics and deep 
learning workloads on the same cluster. In practice, we discover that keeping one big data cluster for the 
whole pipeline is more efficient and cost-effective. the target of our paper is to develop a distributed 
data multiprocessing pipeline, a critical component for large-scale Big Data AI applications by building a 
Convolutional Neural Network and training it in an exceedingly structured way employing a standard 
single node python program which might easily be scaled out and deployed on a Kubernetes Cluster or 
Spark based big data cluster to be run in a very distributed fashion. We write Python code and Test if our 
architecture is capable of classifying images and categorize them with high precision & accuracy and 
build models that can be run on large computing clusters. We used the Fashion-MNIST dataset in this 
experiment. The Fashion-MNIST is a Zalando’s article images-based version of the popular MNIST 
handwritten digit database, with clothes rather than numbers. Image classification techniques cab be 
used by e-commerce businesses to straighten out many problems such as clothes search, recognition of 
clothing and fashion recommendation. With its performance obtained by our model, we can claim that 
our architecture is capable classifying images and categorize them with high precision & accuracy and 
experimental results show that our model achieved accuracy over 84%. 

Key words: Big Data, Deep Learning, Apache Spark, convolutional neural network (CNN), Image 

Classification dataset. 
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1. INTRODUCTION 

Many challenges can be overcome and encouraging results can be obtained by combining Big Data 

technologies with deep learning. The combination of the two technologies Apache Spark and Deep Learning 

enables data analysts to classify images with high efficiency and create models that can run on clusters [1]. 

The objective of our paper is to develop a distributed data-parallel processing pipeline, a critical component 

for large-scale AI applications using BigDL (A distributed deep learning library for Apache Spark) and 

Analytics Zoo which is a open source Big Data AI platform, and includes the features for seamlessly scale out 

TensorFlow and PyTorch for end-to-end AI to distributed Big Data. Majority of the Deep Learning projects 

start with a Python notebook running on a single laptop but scaling it up is characterized by hardships that one 
usually needs to go through to handle larger data set in a distributed fashion. The Analytics Zoo with orca 

libraries seamlessly scales out your single node TensorFlow or PyTorch notebook across large clusters so as 

to process distributed Big Data [2] [3]. We build a unified system that allows us to run big data analytics and 

deep learning workloads on the same cluster. In practice, we find that keeping a single big data cluster for the 

entire pipeline is more efficient and cost-effective. This architecture will be able to classify Fashion-MNIST 

images obtained from Zalando's. This model will be an intelligent platform dedicated to assisting us in making 

better decisions about Image Classification in order to use its advanced techniques as a tool in a distributed 

fashion. 

 

2. RELATED WORK 

 

2.1. Big Data 

 

Big Data is a term that refers to the Big data is a catch-all term for the unconventional strategies and 

technologies required to collect, organize, and process insights from massive datasets [4]. There are numerous 

definitions of Big Data, and it can be difficult to agree on a single definition; each theme focuses on a different 

aspect of this concept. One of the World's Top SAS Company in business analytics software defines Big Data 

as [5]: "Big data is a term that describes the large volume of data including semi-structured, unstructured and 

structured that overwhelms a business on a daily basis. But it’s not the huge data volume that is important but 

what matters to the organizations is how it is used. Big data needs to be analyzed for an accurate and deep 

understanding that can lead to better decisions based on evidence and calculated hunches". Multiple platforms 

for the treatment of Big Data have been built for Multiple purposes. The Apache Spark framework is the most 

well-known platform for Big Data analytics [6]. Spark has the ability to process data with a variety of 

structures. It is extremely fast, supports a variety of programming languages, combines machine learning 

functionality, and integrates with a variety of platforms. 

 

 

2.2. Big Data Analytics  

 

Big data analytics is analyzing huge volumes of data which includes semi-structured, unstructured and 

structured data usually from multiple sources and having a contrast of size with the use of advanced analytic 

techniques. Big data Analysis allows analysts, organizations, business, and researchers to obtain accurate and 

quick decisions. Advanced analytics techniques such as forecasting, pattern matching, machine learning, deep 

learning, graph analysis, etc., in the context of the big data, to pick up new insights, new approaches, and new 

ideas [7]. The aim is to uncover patterns and connections that can be hidden, and that enhance valuable insights 

about the users who created it. For example, the health care sector produces valuable insights from data to 

make informed decisions, improve diagnosis & treatments and help develop affordable quality of care and to 

present best results [8]. 
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2.3. Apache Spark 

 

Apache Spark is an open-source data-processing framework for executing data engineering, deep learning and 

machine learning and expressed by speed, ease of use, and advanced analytics. Spark runs in-memory on 

single-node machines and/or multi node clusters and has lightning-fast performance [9]. Spark can be run 

standalone or on the Cloud Platform (AWS/GCP/Azure etc), or on a top of Hadoop YARN or Mesos, where it 

can read data directly from HDFS, Mongo, Cassandra, Hive, Hbase. Along with in-memory processing, 

machine learning, deep learning and graph processing it can also handle streaming [10]. Spark uses the data 

structure called Resilient Distributed Datasets (RDDs) to store data in-memory. Data can be read from the disk 
and can be written in the RDDs to create a job with the iterative operation by users and they can also execute 

several queries on the same subset of data uninterrupted by keeping it in-memory with interactive mode [11]. 

Spark offers incredible speed advantages with batch processing trading off high memory usage. Spark 

Streaming is a scalable fault-tolerant stream processing solution for workloads that value throughput over 

latency [12]. 

 

 

2.4. Deep Learning 

 

Deep learning or deep structured learning represents a class of advanced machine learning techniques. It relies 

on algorithms using mathematical operations based essentially on Artificial Neural Networks [13]. Deep 

Learning uses many hidden layers of extracting and transforming features. Each layer takes as input the output 

of the previous one, they accept data to be processed and they intend to deliver the result of the calculation 

[14]. The machine becomes capable of learning without explicitly needing to be programmed with deep 

learning techniques. Deep Learning was applied to multiple problems for example in automatic speech 

recognition, image recognition, natural language processing, drug discovery and toxicology, customer 

relationship management, recommendation systems, and bioinformatics [15]. 

 

Conventional approaches to build such a pipeline would normally set up two separate clusters, one dedicated 

to big data processing, and the other dedicated to deep learning training (e.g., a GPU cluster). Unfortunately, 

this not only introduces a lot of overhead for data transfer, but also requires extra efforts for managing separate 

workflows and systems in production. While popular deep learning frameworks [16,17,18] and Horovod [19] 

from Uber provide support for data parallel distributed training (using either parameter server architecture [20] 

or MPI [21] based AllReduce), it can be very difficult to correctly set them up in production. To Illustrate, all 

relevant Python packages should be pre-installed on master node and also on every node and the master node 

has SSH permission to all the other nodes, which in all probability infeasible for the production environment 

and inconvenient for cluster management. To address these challenges, we propose and implement a unified 

system using Orca library which seamlessly scales out your single node Python notebook across large clusters 

so as to process distributed Big Data which runs the end-to-end data processing and deep learning training 

pipeline on the same big data cluster. 

 

2.5. Convolutional Neural Network for Image Classification 

 

Convolutional Neural Network (CNN) named ConvNet is a type of artificial neural network in which the 

connection between neurons is inspired by the visual cortex of animals. [22]. It is a Deep Learning algorithm 

that is able to classify input images, Fashion-MNIST images for example, as types of clothing items [20]. 

ConvNet can itself extract the features, which makes the classification faster, and more accurate. There are 

four main layers in the CNN: The Convolution layer, Non-Linearity (ReLU) layer, Pooling or Subsampling 

layer, and the Classification (Fully Connected Layer) [23]. The first one is used to extract features from the 

input image. The second layer is an element-wise operation, and it is integrated to replace all negative pixel 

values in the feature map by zero. The third one, the Pooling layer, is applied to decrease the dimensionality 

of each feature map but to conserve the most significant information. Finally, the last one means that every 

neuron in the precedent layer is attached to every neuron on the next layer [24]. 
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3. METHODOLOGY 

 

3.1 Fashion MNIST dataset 

 

Fashion-MNIST is a dataset of Zalando's article images with a training and test sets of 60,000 and 10,000 

examples respectively which was developed as a drop-in replacement for the MNIST handwritten digits 

dataset. Each example in this dataset is a 28x28 grayscale image and is associated with a label from 10 classes. 

We intend Fashion-MNIST to serve as a direct drop-in replacement for the original MNIST dataset for 
benchmarking machine learning algorithms. It shares the same image size and structure of training and testing 

splits [25]. torchvision already has the Fashion MNIST dataset. The Fashion MNIST dataset provides a 

challenge with more complicated features to train on. The Fashion MNIST is only 28x28 px in size, so we 

don’t need a very complicated network. We can just build a simple CNN like this:  

We got two convolution layers each one with 5x5 kernels. After every convolution layer we got a max-pooling 

layer with a stride of 2. Using which we can extract the required features from the images. Then we flatten the 

tensors and put them into a dense layer, pass through a Multi-Layer Perceptron (MLP) to carry out the task of 

classification of our 10 categories [26]. 

 

3.2. Neural Network architecture  

 

Because the Fashion MNIST is only 28x28 pixels in size, we don't need a complicated network. A 

convolutional neural network is used to train images (CNN). CNNs are a type of deep layer neural network 

that is used to learn filters that can be used to extract features when convolved with an image. We begin with 

two convolution layers, each with five 5x5 kernels, followed by a fully connected layer and a final activation 

for the final output layer. Following each convolution layer is a max-pooling layer with a stride of 2. As a 

result, we can extract the necessary features from the images. The tensors are then flattened and placed in a 

dense layer before being processed by a Multi-Layer Perceptron (MLP) to complete the task of classifying our 

ten categories. We define the layers by utilizing the nn package's provided modules. We define a Sequential as 

a sequence of a layer, normalization, activation and pooling. For Example, a CNN layer is defined as 

nn.Conv2d(in_channels, out_channels, kernel_size, padding, stride). We finish the network with a Fully 

Connected layer that outputs to 10 classes after the two convolution layers and activations. The forward 

function on the Neural Network is called for a set of inputs, and it passes that input through the various layers 

we have defined. To get the output, we pass x through the first layer, its output through the second layer, and 

that through the final fully connected layer. In the code, the view function reshapes the output to match the 

dimensions specified for the final layer. 

 

3.3 Apparatus 

 

For our experience we used the Google Colab virtual machine. In this for Environment Preparation we have 

installed Java 8, we have set up setting up conda environment on Colab and then installed the latest pre-release 

version of Analytics Zoo.In this platform, Installing Analytics Zoo from pip will automatically install pyspark, 

bigdl, and their dependencies. This is a collaborative environment that permits users to implement all their 

analytical processes in a single space and to manage machine learning models throughout their life cycle. We 

can also create a cluster to execute our model as a set of commands. The following are the versions of the 

dependencies we have Installed: analytics-zoo-0.12.0b20210816, bigdl-0.13.0, conda-pack-0.3.1, numpy-

1.21.2, py4j-0.10.7, pyspark-2.4.6, torch==1.7.1, torchvision==0.8.2 and tensorboard-2.6.0. 
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4. RESULTS 

 

In this study, we implemented a simple convolutional neural network-based model in pytorch trained and tested 

on Fashion-MNIST images enabling us to classify fashion images and categories. We defined our model, loss 

and optimizer in the same way as in any standard single node PyTorch program. We also defined the dataloader 

using standardtorch.utils.data.DataLoader and put it into the dataset. Then we have created an Estimator and 

set its backend to BigDL. Next fit and evaluate using the Estimator. . The __init__ and forward functions will 

be implementd. Here we define the layers using the provided modules from the nn package. We define a 
Sequential as a sequence of a layer, normalization, activation and pooling. For Example, a CNN layer is defined 

as nn.Conv2d(in_channels, out_channels, kernel_size, padding, stride). We end the network with a Fully 

Connected layer that outputs to 10 classes after the two convolution layers and activations. We read in the 

images and labels from the batch, use network class to do the forward propagation and get the predictions. 

With predictions, we can calculate the loss of this batch using nn.CrossEntropyLoss() function. We reset the 

gradients after loss calculation is done, so that PyTorch won't accumulate the gradients.We do one back 

propagation using the loss.backward()method to calculate all the gradients of the weights/biases. Then, to 

update the weights/biases we can use the optimizer which is defined above. Now we can now calculate the loss 

and number of correct predictions as the network is updated for the current batch. We have decided to visualize 

the loss from the training over the number of epochs. We can see the convolutions on the fashion images are 

able to properly classify its label with high accuracy.  

 

 

Figure 1: The accuracy of this model has reached 84% 
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Figure 2: The output of the runs in the notebook along with the Classified Fashion MNIST Images 

 

 

 

Figure 3: This dashboard shows how the loss and accuracy change with every iteration.  
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Figure 4: This dashboard shows how the loss change with every iteration.  

 

 

Figure 5: This dashboard shows the throughput changes with every iteration. 

 

5. CONCLUSION 

Since the main focus of this study is to showcase how to use PyTorch to build a Convolutional Neural Network 

and training it in a structured way, we have described how to scale out standard single node PyTorch program 

using Orca library, Analytics zoo withSpark &BigDL and visualize the results with Tensorboard which can 

easily be deployed on a Kubernetes Cluster or Spark based big data cluster to be run in a distributed fashion. 

As we can see, PyTorch as a machine learning framework is flexible, powerful and expressive. With its 

performance obtained by our model, we can claim that our architecture is capable of classifying fashion images 

and categories with high accuracy. With the combination of deep learning and Spark technologies a model 

running on large computing clusters can be built. 
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