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ABSTRACT 

Forecasting of stock prices has been a challenging task for many researchers and analysts. The profits can be maximized if the 

market value is predicted keeping the risk low. Nowadays, investors are highly immersed in the research area of stock price 

prediction. To make a good and successful investment, many investors are eager in knowing the future of the stock market. 

Appealing and effective prediction systems help traders, investors, and analyst by providing supportive information like the future 

direction of the stock market. Long Short-Term Memory (LSTM) approach is widely used to predict stock market indices. Accurate 

and adequate stock market prediction is of great interest to investors; However, stock markets are driven by volatile factors such 

as blogs and news that make it hard to predict stock market index based on the historical data. Stock market price can be predicted 

using machine learning algorithms on information contained on social media and financial news, as this data can change investors’ 

behavior in the decision making related to stock markets. LSTM is better for time series forecasting models that can predict future 

values based on previous, sequential data. So, this model provides greater accuracy for demand forecasters which helps in making 

better and best decisions. 

 

Index Terms - LSTM, time-series, forecasting. 

 

I. INTRODUCTION 

The stock market broadly refers to the collection of exchanges and other venues where the buying, selling, and issuance of shares 

of publicly held companies take place. Such financial activities are conducted through institutionalized formal exchanges (whether 

physical or electronic) or via over-the-counter (OTC) marketplaces that operate under a defined set of regulations.  While both the 

terms “stock market” and “stock exchange” are often used interchangeably, the latter term generally comprises a subset of the 

former. If one trades in the stock market, it means that they buy or sell shares on one (or more) of the stock exchange(s) that are 

part of the overall stock market.  

LSTMs are very powerful in sequence prediction problems because they’re able to store past information. This is important in our 

case because the previous price of a stock is crucial in predicting its future price. The main objective of this internship is to forecast 

the stock prices using LSTM. While predicting the actual price of a stock is an uphill climb, we can build a model that will predict 

whether the price will go up or down. Also, some authors overviewed the forecasting of returns using of ADaBoost algorithm 

[11]. Others proceeds to forecast stock returns using unique decision-making model for day trading investments on the stock 

market the model developed by the authors use the support vector machine (SVM) method, and the mean- variance (MV) method 

for portfolio selection [8]. Another paper conversed deep learning models for smart indexing [5]. Also, some study has covered a 

large number of trends and Applications of Machine Learning in Quantitative Finance [2], the literature review covered by this 

paper consist of return forecasting portfolio construction, ethics, fraud detection, decision making, language processing and 

sentiment analysis. These models don't depend one long term memory (passed sequences of data), in this regard a class of machine 

learning algorithms based on Recurrent Neural Network prove to be very useful in financial market price prediction and 

forecasting. 

II. LITERATURE REVIEW 

There are lots of research work in stock market prediction as well as in LSTM. Almost every data mining and prediction techniques 

were applied for prediction of stock prices. Many different features and attributes were used for the same purpose. There are three 

main categories of stock market analysis and prediction such as (a) Fundamental analysis, (b) Technical analysis and (c) Time 

series analysis. 

Gers & Schmidhuber [2] proposed a model on variation of LSTM by introducing peephole connections. In this model, the gate 

layers can look into the cell state. In this case, decision to add new information or to forget it is taken together. It forgets only 

when it needs to input something in its place. This architecture inputs new values to the cell state when it forgets anything older.  

Hiransha [4] proposed a model, employed three different deep learning network achitectures such as RNN, CNN and LSTM to 

forecast stock price using day wise past closing prices. They have considered two company from IT sector (TCS and Infosys) and 

one from Pharma sector(Cipla) for experiment. The uniqueness of the study is that they have trained the models using data from a 
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single company and used those models to predict future prices of five different stocks from NSE and NYSE (Newyork Stock 

Exchange). They argued that linear models try to fit the data to the model but in deep networks underlying dynamic of the stock 

prices are unearthed. As per their results CNN outperformed all other models as well as classical linear models. The DNN could 

forecast NYSE listed companies even though the model has learned from NSE dataset. The reason could be the similar inner 

dynamics of both the stock exchanges.  

 

Kim [5] proposed a model on, Forecasting stock prices with a feature fusion LSTM-CNN model using different representations 

of the same data. The feature fusion long short-term memory-convolutional neural network (LSTM-CNN) model, that combines 

features learned from different representations of the same data, namely, stock time series and stock chart images, to predict stock 

prices. The model is used to utilize for extracting temporal features and image features. The performance of the proposed model 

relative to those of single models (CNN and LSTM) using SPDR S&P 500 ETF data is measured. The feature fusion LSTM-CNN 

model outperforms the single models in predicting stock prices. The candlestick chart is the most appropriate stock chart image to 

use to forecast stock prices. The minute-by-minute SPY ticker data, which has the largest trading volume among ETF markets was 

used here. 

 

Shengyi Zhao [8] proposed a model on, Tomato Leaf Disease Diagnosis Based on Improved Convolution Neural Network by 

Attention Module. A deep convolutional neural network that integrates an attention mechanism, which can better adapt to the 

diagnosis of a variety of tomato leaf diseases is being proposed. This model can accurately extract complex features of various 

diseases which has average identification accuracy of 96.81% on the tomato leaf diseases dataset.  model provides a high-

performance solution for crop diagnosis under the real agricultural environment. The image data of tomato leaf health and disease 

in this paper comes from the Plant Village open source database. The database contains a large number of plant disease images 

and is the world’s largest crop database. 

 

 

III. METHODOLOGY 

To The data collection is done with the range from 2010 till 2021 which is taken from yahoo finance. Using a Keras Long Short-

Term Memory (LSTM) Model to Predict Stock Prices. LSTMs are very powerful in sequence prediction problems because they're 

able to store past information. This is important in our case because the previous price of a stock is crucial in predicting its future 

price. 

 

DATASET DESCRIPTION 

DATE: This attribute contains the date of the stocks. 

OPEN: It states the value of opening stock price for each day. 

HIGH: This is the highest stock price of the day. 

LOW: This attribute states the lowest stock price of the day. 

CLOSE: This represents the value of closing stock price for each day. 

ADJ CLOSE: This attribute states the adjacent value of closing stock price of the day. 

VOLUME: It represents the volume of stocks being traded for the day. 

 

 
Figure 3.1 : Sample dataset 
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IV. PROCESS FLOW 

BUILDING A MODEL 

5 steps in the LSTM model life-cycle in Keras that we are going to look at. 

1. Defining the Network 

2. Compiling the Network 

3. Fitting the Network 

4. Evaluating the Network 

5. Make Predictions 

 

Defining  a Network 

The first step is to create an instance of the Sequential class. Then you can create your layers and add them in the order that they 

should be connected. The LSTM recurrent layer comprised of memory units is called LSTM(). A fully connected layer that often 

follows LSTM layers and is used for outputting a prediction is called Dense(). 

Compiling  a Network 

Compilation is an efficiency step. It transforms the simple sequence of layers that we defined into a highly efficient series of matrix 

transforms in a format intended to be executed on your GPU or CPU, depending on how Keras is configured. Think of compilation 

as a precompute step for your network. It is always required after defining a model. Compilation requires a number of parameters 

to be specified, specifically tailored to training your network. Specifically, the optimization algorithm to use to train the network 

and the loss function used to evaluate the network that is minimized by the optimization algorithm. 

Fitting into the Network 

Once the network is compiled, it can be fit, which means adapt the weights on a training dataset. Fitting the network requires the 

training data to be specified, both a matrix of input patterns, X, and an array of matching output patterns, y. The network is trained 

using the backpropagation algorithm and optimized according to the optimization algorithm and loss function specified when 

compiling the model. The backpropagation algorithm requires that the network be trained for a specified number of epochs or 

exposures to the training dataset. Each epoch can be partitioned into groups of input-output pattern pairs called batches. This 

defines the number of patterns that the network is exposed to before the weights are updated within an epoch. It is also an efficiency 

optimization, ensuring that not too many input patterns are loaded into memory at a time. 

 

Evaluating the Network 

We can evaluate the performance of the network on a separate dataset, unseen during testing. This will provide an estimate of the 

performance of the network at making predictions for unseen data in the future. The model evaluates the loss across all of the test 

patterns, as well as any other metrics specified when the model was compiled, like classification accuracy. A list of evaluation 

metrics is returned. 

 

 

 

V. RESULT AND ANALYSIS 

Make Predictions 

In the case of a regression problem, these predictions may be in the format of the problem directly, provided by a linear activation 

function. For a binary classification problem, the predictions may be an array of probabilities for the first class that can be converted 

to a 1 or 0 by rounding. For a multiclass classification problem, the results may be in the form of an array of probabilities (assuming 

a one hot encoded output variable) that may need to be converted to a single class output prediction using the argmax() NumPy 

function. Alternately, for classification problems, we can use the predict_classes() function that will automatically convert uncrisp 

predictions to crisp integer class values. 

 

 
Figure 4.1 : Predicted price on 11-10-2021 
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DATE CLOSE PREDICTIONS 

2019-07-23 52.209999 50.598888 

2019-07-24 52.167500 50.830814 

2019-07-25 51.755001 51.060478 

2019-07-26 51.935001 51.183311 

2019-07-29 52.419998 51.270836 

… … … 

2021-10-04 139.139999 134.780914 

2021-10-05 141.110001 133.940231 

2021-10-06 142.000000 133.474579 

2021-10-07 143.289993 133.379944 

2021-10-08 142.899994 133.677750 

 

Table 4.1 : Predicted price on 11-10-2021 

 

 

 

CONCLUSION 

The popularity of stock market trading is growing rapidly, which is encouraging researchers to find out new methods for the 

prediction using new techniques. The forecasting technique is not only helping the researchers but it also helps investors and any 

person dealing with the stock market. In order to help predict the stock indices, a forecasting model with good accuracy is required. 

In this work, we have used one of the most precise forecasting technology using Recurrent Neural Network and Long Short-Term 

Memory unit which helps investors, analysts or any person interested in investing in the stock market by providing them a good 

knowledge of the future situation of the stock market. 
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