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Abstract: In data mining, the filtering feature selection approach is a well-known feature selection strategy. When the dimension 

of features is big, the filtering approach outperforms other feature selection methods in many circumstances. Because there are so 

many filtering methods described in prior work, how to choose an acceptable filtering method for a particular text data collection 

has become a "selection problem." Because determining the appropriate filtering method is frequently intractable in practise, this 

research proposes a different approach. We present a framework for feature selection that combines the results of several filtering 

approaches. In fact, rank aggregation, or the process of creating a superior rank list from many rank lists, is a hot issue being 

researched across many fields. In this research, we describe FR-Borda, a new feature selection approach based on the presented 

framework and Borda rank aggregation techniques. The novel feature selection approaches obtain better or equivalent results to 

conventional filtering methods in an empirical evaluation using tweeter text data, demonstrating the usefulness of our system. 

 

Index Terms - Data Mining, Feature Selection, Filtering Approaches, Rank Aggregation. 

1. INTRODUCTION 

Sentiment analysis, often known as opinion mining, is the process of collecting subjective information from source materials,  

such as views, feelings, and attitudes about a certain entity. It's an interdisciplinary study field that integrates natural language 

processing, text mining, and computational linguistics tools and methodologies [1]. Opinions play a significant role in the 

decision-making process as both factors and influences. In numerous domains, such as management sciences, political science, 

economics, and other social sciences disciplines, determining people's perceptions about a certain event may be incredibly 

essential [2]. The Web provides a large and ever-expanding source of information for obtaining opinions/sentiments about a 

specific topic, product, event, or person [3]. 

The process of sentiment analysis may be modelled as a classification issue. Sentiment analysis may be done at various levels 

of granularity. Sentiment analysis may be separated into three tiers based on the levels: document-level, sentence-level, and 

aspect-level sentiment analysis [4]. Document-level sentiment classification attempts to determine an entire document's overall 

sentiment orientation, such as a review text, assuming that each document contains information about a single entity. Sentiment 

analysis at the sentence level seeks to distinguish between subjective and objective sentences. The sentiment orientation of 

subjective statements is also discovered in sentence-level sentiment analysis. The classification of review papers at the document 

or sentence level of granularity does not convey all of the opinions about distinct aspects of a given item. As a result, aspect-level 
sentiment analysis is concerned with categorising attitudes based on specific features/aspects of things [3, 4]. 

Machine learning-based methods and lexicon-based methods are the two types of methodologies utilised in sentiment 

categorization. Decision tree classifiers, rule-based classifiers, probabilistic classifiers, and Naïve Bayes classifiers, as well as 

linear classifiers like Support Vector Machines and neural networks, have all been widely used in text and web mining 

applications [5]. Text characteristics are identified and chosen in order to process the data set of text documents. Text-based 

approaches for describing the data set in sentiment classification include term presence and term frequency, part of speech, 

opinion words, phrases, and negations [5]. The machine learning algorithm is then trained on a labelled data set, and a supervised 

classification model is built. Lexicon-based sentiment analysis approaches, on the other hand, use a sentiment lexicon (a 

collection of sentiment words) to establish an entity's sentiment orientation [3, 4]. 
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Filtering, wrapper, embedding, and hybrid approaches are the four types of feature selection methods currently presented in 

the literature [1, 2, 4, 5, 6, 7]. When we pick the best filtering method for a certain feature selection job, one problem known as 

"Selection Difficulties" appears. To the best of our knowledge, this problem remains theoretically unsolved. Many academics 

prefer to test current filtering algorithms empirically before establishing heuristic recommendations. Because of the complexities 

of data attributes, counsel that works for one data set may not work for another. Many other communities, in fact, are dealing with 

a similar situation [8]. Building a robust model with good classification performance necessitates the selection of an acceptable 

representation and the deployment of an efficient feature selection strategy. The enormous dimensionality and irrelevancy of text 

data make text mining a challenging area [5]. As previously stated, sentiment analysis is a subfield of text mining, and the 

challenges faced in sentiment analysis data sets are similar to those found in text mining data sets. As a result, feature selection 

for sentiment analysis becomes an essential research topic. A fundamental difficulty in data mining is feature selection, which 

involves selecting a subset of the available characteristics to represent the samples. It is commonly believed that a well-chosen 

feature subset may successfully avoid both the curse of dimensionality and overfitting. Moreover, feature selection can help to 

minimise computational complexity [8]. This work provides a rank aggregation feature selection strategy for categorising text 

sentiment data that takes these concerns into consideration. Filter-based feature selection approaches, such as Chi Square (CHI), 

Gain Ratio (GR), Correlation Based Feature Selection (CFS), Information Gain (IG), OneR, ReliefF, Symetric Uncertainty (SU) 

have been effectively used because to their simplicity and relatively good performance [3, 4, 5]. The different base method 

ranking lists are then combined into a single ranking list using Borda Rank Aggregation Algorithms [3]. Rank aggregation, the 

process of creating a superior rank list from many rank lists, has been studied in a variety of fields. A feature fusion (selection) 

framework is created by combining filtering methods with rank aggregation approaches. Based on the framework, one novel 

feature selection approache FR-Borda is provided. The outcomes of the experiments suggest that the fusion framework may 

identify resilient and useful features [8]. 

The remainder of this work is divided into the following sections: Section 2 summarises related work on sentiment analysis 

and feature selection based on rank aggregation. The methodology are presented in Section 3. The experimental setup described 

in Section 4. The Experimental Results and Discussion is presented in Section 5. The conclusion is presented in Section 6. 

2. RELATED WORK: 

The available literature on feature selection methods in machine learning-based sentiment/text classification and rank 
aggregation-based feature selection approaches is briefly reviewed in this section.  

Many machine learning and data mining issues have used feature selection. The goal of feature selection is to choose a 

collection of features that minimises a classifier's prediction error. It has been discovered during the last several years that 

employing and mixing multiple learning models on the same task might yield superior outcomes. Numerous diverse techniques 

for feature selection, including feature creation, feature ranking, multivariate feature selection, effective search techniques, and 

methods for feature validity evaluation, have been compiled in earlier studies, such as those by Guyon and Elisseeff [10] or Hall 

and Holmes [9, 11]. 

On a Chinese sentiment corpus, Tan and Zhang [6] tested the effectiveness of four feature selection methods (document 

frequency, chi-square statistics, mutual information, and information gain) on five learning algorithms (centroid classifier, K-

nearest neighbour algorithm, winnow classifier, Nave Bayes classifier, and Support Vector Machines). Chen et al. [7] provided 

two feature selection metrics for multi-class text classification using the Naїve Bayes classifier (multi-class odds ratio and class 

discriminating measure). For text categorization, Javed et al. [12] proposed a two-stage feature selection technique. A feature 

ranking strategy, such as information gain or bi-normal separation measure, is used initially in this scheme. After that, a feature 

subset selection approach is used, such as the Markov blanket filter. Rank aggregation may be used to integrate several feature 

ranks acquired using different feature selection methods to create a more robust feature set. Jong et al. [13] proposed an ensemble 

feature ranking technique that incorporates feature rankings from several runs of the ROGER evolutionary feature selection 

strategy (ROC-based genetic learner). Based on the area under the ROC curve, the ROGER method generates a linear 

combination of characteristics. Prati [14] looked analysed the results of four rank aggregation methods: Borda, Condorcet, 

Schulze, and Markov Chain. Information gain, gain ratio, symmetric uncertainty, chi-square, OneR, and ReliefF feature selection 

techniques were used to produce feature rankings. According to the findings of the experiments, the Schulze rank aggregation 

approach performs better. The performance of rank aggregation approaches for ensemble gene selection was investigated by 

Dittman et al. [15]. Twenty-five feature ranking techniques were used, including the area under the ROC curve, deviation, F-

measure, geometric mean, and Gini index. Nine rank aggregation approaches were used to investigate the effects of different rank 

aggregation methods. Enhanced Borda, exponential weighting, highest rank, lowest rank, mean, median, robust rank, Round 

Robin, and stability selection rank aggregation are some of the approaches used. According to the results of the experiments, rank 

aggregation approaches produce the best results, while the differences between the various rank aggregation methods are not 

statistically significant. Bouaguel et al. [16] proposed an ensemble feature selection approach combining the Relief algorithm, 

correlation-based feature selection, and the information gain measure. A genetic algorithm was used to create a consensus ranked 

list from the ranked lists of separate feature selection methods. Wald et al. [17] investigated whether ensemble approaches may 

help individual feature selection methods perform better in gene selection. Area under the ROC curve, probability ratio, fold 

change ratio, signal-to-noise ratio, and information gain were chosen as individual feature selection approaches. A mean rank 

aggregation approach has been used to integrate these different methodologies. The incorporation of mean rank aggregation 

improved the performance of information gain and fold change ratio approaches, according to the experimental data. Bouaguel et 

al. [18] proposed a credit score feature selection technique based on rank aggregation. Individual feature selection approaches 

included relief, Pearson correlation coefficient, and mutual information procedures. Two separate aggregation approaches are 

used to combine these strategies (majority voting and mean aggregation). The findings of the experiments showed that 

aggregation strategies work better in the credit scoring sector. Sarkar et al. [19] proposed a feature selection technique that 

combines Borda rank aggregation with information gain, chi-square, and symmetrical uncertainty-based feature selection 

methods. The method for integrating many individual feature selection approaches is a key in ensemble feature selection, but 

determining which efficient components to include in the feature selection model is also crucial.  

Olsson and Oard [20] utilised three frequently used filter-based feature ranking strategies for text classification issues, with 

the combining methods being lowest, highest, and average rank. Wang et al. provide two intriguing research in this domain, and 

http://www.ijcrt.org/


www.ijcrt.org                                                            © 2022 IJCRT | Volume 10, Issue 7 July 2022 | ISSN: 2320-2882 

IJCRT2207252 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org b917 
 

they do a few exceptional efforts in this area. The first looks at the ensembles of six regularly used filter-based rankers [21], while 

the second looks at 17 various feature ranking approaches ensembles [22], including six commonly used rankers, the signal-to-

noise filter technique (S2N) [23], and 11 threshold-based rankers. The ensembles in this second study are made up of various 
numbers of rankers, ranging from two to eighteen single feature selection techniques [24]. 

Yongjun Piao et al. [4] introduced an ensemble technique for high-dimensional data classification, in which each classifier is 

built from a separate set of features selected by partitioning redundant features. Their approach to feature redundancy was to 

partition the original feature space, then train each produced feature subset using a support vector machine, and then integrate the 

outputs of each classifier using the majority voting technique. 

Alexandros Karatzoglou et al. [8], tutorial focuses on cutting-edge algorithmic developed in the area of recommender systems 

that provide a detailed picture of the progress of ranking models in the field, summarised the strengths and weaknesses of existing 

methods, and discussed open issues that could be promising for future community research. Krisztian Balog et al. [25] used 

supervised learning with a large feature set to compare these two methodologies in an experiment. The major conclusion is that 

ranking beats classification across all assessment settings and indicators, and research shows that a ranking-based method has 

more room for development in the future [26]. Jia [27] developed a hybrid FS approach for SDP that combines the strengths of 

three different filter methods (chi-squared, information gain, and correlation filter). The TopK features were chosen based on the 

average rating of each feature in the corresponding rank list. Models based on the hybrid FS approach outperformed models based 

on individual filter methods in their experiments. Nonetheless, the skewed rankings of each feature can impair the efficacy of 

averaging rank lists of features [28]. Furthermore, randomly picking TopK traits may not be the ideal strategy since valuable 

features may be overlooked during the selection process. To overcome the filter selection problem, Wang et al. [22] developed an 

ensemble of FS algorithms in SDP. Using 18 distinct filter FS approaches, 17 ensemble methods were implemented. The 

ensemble approach used averaging of feature rankings from individual rank lists. They concluded that ensemble techniques were 

preferable based on their findings. Averaging rank lists of features, like Jia [27], might be influenced by the skewed ranks of each 

characteristic. For feature selection in metric-based SDP, Xia et al. [29] combined ReliefF and correlation analysis. Furthermore, 

Malik et al. [30] an empirical comparison research on the application of an attribute rank technique was undertaken by. The use of 

principle component analysis (PCA) in conjunction with the ranker search method as a filter FS method was examined in detail. 

They came to the conclusion that using PCA in conjunction with the ranker search approach in the SDP process can increase the 

performance of classifiers. Despite the fact that their findings cannot be generalised owing to the narrow scope of their study, they 

are consistent with current SDP studies on the application of FS approaches in SDP. Regardless, choosing a good filter-based 

[31]. 

In this context, we proposed a feature selection technique FR-Borda that combines Borda rank aggregation with Chi-square 

(CHI), Gain Ratio (GR), Correlation Feature Selection (CFS), Information Gain (IG), One R, Relief F and Symmetric Uncertainty 

(SU) feature selection methods that maximises the Classification Accuracy and F-Measure. The method for integrating many 

individual feature selection approaches is a key in ensemble feature selection, but determining which efficient components to 

include in the feature selection model is also crucial [35]. The goal of our study is to construct a more robust ranking in order to 

reduce bias caused by sample variances, which is a big problem in twitter text sentiment analysis because there are so many 

variables [32]. In our study we rearranging the features in a paired analysis in accordance with how frequently one characteristic 

appears higher rated than another [33, 34, 14]. We are using four classifiers which are Naїve Bays Multinomial, LibLinear, 5-NN 

and Random Forest. This study makes a ten-fold contribution. This work provides a thorough empirical examination of individual 
feature selection strategies and our suggested feature selection method (FR-Borda) [3].  

3. METHODOLOGY 

The following are the phases in the rank aggregation based feature selection technique: 7 feature selection/evaluation 

strategies are used to examine a non-ranked feature collection. As a result, there are 7 sets of ranked feature sets with different 

rank orderings. The next step is to use the Borda Algorithm to perform rank aggregation on the feature sets, resulting in a final 

ranked feature set. The entire rank aggregation process is shown in Figure 2.1 [35]. 

 

Figur-2.1: Flow diagram of the rank aggregation based feature selection Algorithm. 
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3.1 BORDA RANK AGGREGATION METHOD 

We employ rank aggregation based on Borda ranking in this work. The score of a feature is calculated using a position-based 

scoring algorithm. Each place in a list created by each feature selection approach is assigned a predetermined score (this score is 

same for all the lists). The ultimate score for a separate feature is the total of all positional ratings from all lists, as shown in 

equation (1). The final score is used to calculate the final rank of a feature [35]. 

 

 

                                                                                                                                         (1) 

 

 

 

The total number of feature selection strategies (or rankers) utilised is 7. The jth position of a feature ranked by the ranker i is 

pos(i, j). The score of a feature in list i generated by ranker i at the jth position is scorep(i,j). The total of all the positional scores 

from all the lists is the scorefinal. We use candidates as features in this study. Algorithm 2.1 describes the rank aggregation phase 

[35]. 

 

Algorithm 2.1: Borda Count Algorithm 

 

Obtain a L ranking list from a L sequence alignment; each list has N identities ordered in descending order, with the greater 

the order, the higher the rank. 

for all ranking lists (L) do 

 for all identities (N) do 

  Calculate each identity's total Borda score as Bc = ∑L
i=1 Bi,where Bi is the score or rank of the ith ranking list. 

end for  

end for  

Sort Bc in ascending order and replace with the identity that corresponds [35]. 

3.2 FEATURE SELECTION METHODS 

The process of extracting an appropriate feature subset from a data collection so that classification algorithms may cope 

efficiently with high-dimensional feature spaces is known as feature selection. Feature selection strategies try to shorten the 

training time necessary to develop a classification model by eliminating irrelevant or duplicated features [36]. Wrapper-based 

approaches pick features based on the performance of a machine learning algorithm to enhance the prediction performance, 

whereas filter-based methods evaluate the merit/usefulness of features based on heuristics/evaluation metrics. Individual feature 

measures and group feature measures are the two types of filter-based feature selection techniques [38]. Individual feature 

measurements assess the value of characteristics using a specific assessment metric. A ranking of the characteristics is determined 

based on the value of this statistic. The value of feature subsets is assessed using group feature measurements. Individual feature 

measurements are more efficient in terms of running time than group-based measures. The individual filter-based measurements 

used in the framework are briefly described in this section [3]. 

3.2.1 CHI -SQUARE (CHI) 

Chi-square is a popular class-sensitive feature selection approach that ranks features based on their Chi-square statistics alone, 

without taking into account feature interactions. This approach was originally introduced for categorical data alone, but it was 

later expanded to the continuous case [39]. The range of the numerical feature should be discretized into intervals before 

computing the Chi-square statistics of each feature [40]. The formula for Chi-square Test is: 

 

 

Xc
2 = 

 

Where, c = Degrees of freedom, O = Observed Value, E = Expected Value 

3.2.2 INFORMATION GAIN (IG) 

Information Gain (IG) [6] is a common metric for determining how effectively a word may be utilised for categorization based 

on the information it can supply to distinguish across classes. It's a metric indicating how much information a phrase contains 

[41]. It's an entropy-based approach for calculating impurity for feature values, and the formula is provided below [42].  

I(Y; X) = H(X) + H(Y) – H(X, Y) 

X and Y's combined entropy is H(X, Y), where, 

 
When the predictive variable X is continuous rather than discrete, the information gain of the corresponding class attribute Y is 

calculated by taking into account all potential binary characteristics, XӨ that originate from X when a threshold Ө is set on X . Ө 

takes values from all of X's values. The information gained is then simply: [43] 

I(Y; X) = argmax XӨ I(Y; XӨ) 
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Intrinsic _ info Attribute 

 

Gain ratio Attribute 

3.2.3 GAIN RATIO (GR) 

The Gain Ratio (GR) is a bias-reducing variation of the information gain. When picking an attribute, the gain ratio considers 

the number and size of branches. By taking into consideration the inherent information of a split, it corrects the information gain. 

The entropy of the distribution of instances into branches represents intrinsic information. As intrinsic information is greater, the 

value of an attribute falls [44, 45]: 

 

Gain (Attribute) =  

 

3.2.4 RELIEF F 

The original Relief method was developed by Kira and Rendell [46], and was influenced by instance-based learning [47]. The 

Relief algorithm [48] is a filter-based approach for ranking features that applies feature relevance criteria. The Relief method, 

unlike the statistical metrics used to rate the quality of qualities, takes contextual information into consideration. As a result, when 

there is a high reliance between the properties, it can manage them appropriately. The Relief algorithm, on the other hand, can 

only handle two-class issues. As a result, the ReliefF algorithm [49] was developed. It is a multi-class issue solution that extends 

the Relief technique to deal with incomplete and noisy data. By periodically sampling an instance, the ReliefF algorithm evaluates 

the worth of an attribute. It has the ability to work with both discrete and continuous data. The algorithm chooses an instance Ri at 

random. Then it looks for k of its closest neighbours in the same class (nearest hits Hj) and k of its closest neighbours in other 

classes (misses Mj (C)). The quality assessment for each characteristic is based on the closest hits and misses. 

3.2.5 SYMMETRICAL UNCERTAINTY COEFFICIENT 

Witten and Frank, 2005 [51], established this as a standardised version of Mutual Information. The following is how it's 

defined: 

 

U (A, B) = 

 

The Entropy of a set random variable X is H(X). This U has been used in several researches to recall pictures in medical 

image therapy [52]. Normalized Mutual Information is used in a variety of investigations [50, 53, 54, 55].  

3.2.6 ONER 

In rule-based algorithms, decision trees are used to generate categorization rules. The use of a decision tree has the drawback 

of being complex and difficult to comprehend. r = (p, q), where p is a precondition that performs a set of tests that may be 

approximated as true or false, and q is a class that is acceptable for the cases covered by rule r [56]. A broad rule of a rule-based 

algorithm aims to cover all instances that fit into a class q in a specified amount of time. OneR, which creates a one-level decision 

tree, is the simplest way for determining a categorization rule. OneR creates and tests rules on a single attribute at a time, 

branching for each value. The best classification for each branch is the one that appears most frequently in the training data [56, 

57]. 

3.2.7 CORRELATION-BASED FEATURE SELECTON (CFS) 

CFS (Correlation-based Feature Selection) is a simple multivariate filter algorithm that uses a correlation-based heuristic 

evaluation function to rank feature subsets [58]. The evaluation function is biased in favour of subsets with features that are 

highly correlated with the class but uncorrelated with one another. Irrelevant features should be ignored because their correlation 

with the class will be low. Because they will be highly correlated with one or more of the remaining features, redundant features 

should be screened out. The extent to which a feature predicts classes in areas of the instance space not already predicted by other 

features will determine its acceptance [59]. 

3.3 N GRAM FEATURES 

An N-gram is a group of words that repeatedly appear in a text. For building features for supervised machine learning models 

like decision trees and Naїve Bayes, N-gram is utilised. Before eliminating the stop words, n-gram tokenization is typically done. 

Go, R. Bhayani, and L. Huang (2009) [60] used three separate feature vectors—extracted unigrams, bigrams, and combinations of 

unigrams and bigrams—applied to several classifiers. Bigram is composed of two words, the first of which may be a stop word 

and which typically carries additional information. Bigram and unigram are strongly suggested for sentiment analysis of tweets in 

the majority of research studies. In our work we used unigrams feature extraction for sentiment analysis [61]. 

3.4 CLASSIFICATION ALGORITHMS 

To evaluate the effectiveness of FS techniques during the classification process, four widely used classification algorithms 

were examined. Unless otherwise noted Naїve Bayes Multinomial (NBM), LibLinear, 5-NN (k-nearest Neighbors classifier with 

k = 5; termed 5-NN in this study) and Random Forest. All of the classifiers were developed using the WEKA toolkit. A large-

scale linear classification library that is open source is named Lib Linear. Both logistic regression and linear SVMs are supported 

by Lib Linear. Instance-based learning classifiers are KNNs. NBM for Bayes' theorem and REPTree for Tree-based methods. The 

classifier heterogeneity project's objective is to investigate how different FS methods and Borda Rank Aggregation Algorithm 

perform on different classifiers with variable feature ranking sizes.  

 

 

M I (A, B) 

H (A) + H (B) 
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4. EXPERIMENTAL SETUP 

4.1 DATA SET USED: 

One twitter dataset, tweets.csv, was collected for our tests from the publicly available site https://www.kaggle.com. The data 

aligns with an increase of COVID-19 cases in India during that time period. The tweets.csv dataset comprises tweets with the 

hashtag "covidindia" from the beginning of the epidemic until April 28, 2021. There are 9655 tweets, and the sentiment label has 

two possible values: negative and positive. Unigram (one word inside a tweet's text) were extracted as features. For our 

experiment, after data pre-processing and extraction our dataset was made up of 5153 instances and 1621 features or attributes. 

4.2 WEKA WORKBENCH 

To create and assess our experiments, we utilised Weka, a machine learning workbench. WEKA stands for "Waikato 

Environment for Knowledge Analysis" and is a free service provided by the University of Waikato in New Zealand. This 

workbench has a user-friendly interface and a number of capabilities for creating and analysing machine learning models [12]. 

These models may be used for a variety of purposes, including assessing essays automatically. An HP 15-r006TU laptop was used 

for all of the studies. The laptop has a 1.70 GHz Intel(R) Core(TM) i3 – 4010U CPU and 4 GB of RAM, but WEKA workbench 

is set to use just 1 GB. The laptop's operating system is Windows 7 64 bit [62].  

4.3. EVALUATION MEASURE 

We assess our algorithm using the following evaluation criteria: 

4.3.1 CLASSIFICATION ACCURACY 

The percentage of instances that a given classifier accurately classified is known as classification accuracy or it is defined as 

the number of correctly classified reviews to the total number of reviews. It is measured in percentage. For the purpose of 

assessment, the classification accuracy of this feature subset was examined and recorded using four distinct classifiers. 

Classification Accuracy defined as follows: 

 
In where TP stands for "True Positive," TN for "True Negative," FP for "False Positive," and FN for "False Negative". 

4.3.2 F-MEASURE 

A harmonic mean of recall (R) and precision (P) is the definition of the F-measure (F). This F-measure represents the 

weighted average of the two quantities of precision and recall. F-measure has a maximum value of 1, and a minimum value of 0. 

Defining the F measure as: 

 

The same four classifiers were used in our work to generate the F-measure using the feature subset [19]. 

4.3.3 K-FOLD CROSS VALIDATION 

In this method, a data flow made up of n cases is first assembled; each having values for the covariates and response variables. 

Typically, the case file is then divided into k equal portions and randomly assigned. The first k segment, which consists of n/k 

cases, is removed from consideration. The remaining (n - n/k) cases are then used to parameterize a model, which is then tested 

against the first segment to determine the rate of classification error by comparing the model's results to each case's known 

outcomes (the values of the response variables). The model is then parameterized with the remaining examples, tested against the 

second segment, and so on for all k segments. Next, the second k segment from the complete case collection is set aside. We 

employed 10-Fold Cross Validation in our work [63]. 

5. EXPERIMENTAL RESULTS AND DISCUSSION 

We evaluated the performance of our feature selection algorithm in terms of classification accuracy and F-measure by 

comparing with seven feature selection techniques namely including our suggested method FR-Borda and WFS (without feature 

selection). We refer our rank aggregation based feature selection algorithm as FR-Borda in the figures-2.1 shown in this paper. 

The results of classification accuracy over Dataset1 are given in Table-5.1. Again the results of F-Measure over Dataset1 are 

given in Figure 5.2. We utilised seven feature subset sizes for all of the feature rankers: 20, 70, 120, 170, 220, 270 and 320. These 

measurements were chosen to reflect a variety of feature subset sizes. In our dataset, the Classification Accuracy and F-Measure 

with our suggested method FR-Borda is higher as compared to those with the seven FS methods and "WFS" which stands for 

"without feature selection". In Table-5.1 and Table-5.2 each column, the best model for each feature subset size is boldfaced. 

WFS is included as an extra ranker in each table's bottom row. This allows the effectiveness of feature selection to be compared 

to the effectiveness of not using it. WFS, on the other hand, does not use the feature subset sizes stated in the tables since it uses 

all 1621 features available in our dataset and repeats them for each subset size.  
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Table-5.1: Classification Accuracy Results of Dataset1 

 

5.1 CLASSIFICATION ACCURACY 

We'll start by examining the outcomes from the Naїve Bayes Multinomial. It can be demonstrated that CHI performs better 

than WFS when 20 and 220 features are used. But for other feature sizes, CHI never performs better than WFS. Gain Ration 

performs better than WFS for the top 170 and 220 features, but for other feature sizes, GR has never outperformed WFS. Only the 

top 20 features are where CFS beats WFS. In whatever size of features, IG has never beaten WFS. With the exception of the top 

20 features, OneR consistently exceeds WFS in terms of feature size. ReliefF has never been surpassed WFS in any feature size. 

Additionally, in whatever size of top-ranked features, SU has never outperformed WFS. FR-Borda, the approach we recommend, 

consistently beats WFS in all sizes of top-ranked features. In terms of classification accuracy, FR-Borda ranks first in the top 20, 

70, 120, 170, 220, 270, and 320 features. FR-Borda, which has an accuracy of 85.66 % with 220 of the top features, is the model 

that performs the best when trained with Naïve Bayes Multinomial. The Classification Accuracy results of seven Feature Ranking 

Methods, including FR-Borda and WFS based on Naïve Bayes Multinomial Classifier, is shown in Figure-5.1. 

Figure-5.1: Classification Accuracy comparison of seven Feature Ranking Methods, including FR-Borda and WFS based on 

Naïve Bayes Multinomial (NBM) Classifier 
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We can see from the LibLinear classifier's results that CHI, GR, CFS, IG, OneR, and SU beat WFS for all feature sizes. With 

the exception of the top 20 features, ReliefF consistently beats WFS in all other top-ranked feature sizes. FR-Borda, the approach 

we recommend, consistently beats WFS in all sizes of top-ranked features. In terms of classification accuracy, FR-Borda ranks 

first in the top 20, 70, 120, 170, 220, 270, and 320 features. The FR-Borda model, which has an efficiency of 86.86 % with 320 of 

the top features, is the best model trained with the LibLinear classifier. The Classification Accuracy results of seven Feature 

Ranking Methods, including FR-Borda and WFS based on LibLinear Classifier, is shown in Figure-5.2. 

Figure-5.2: Classification Accuracy comparison of seven Feature Ranking Methods, including FR-Borda and WFS based on 

LibLinear Classifier 

 

It is clear from the 5-NN results that CHI never outperforms WFS, with the exception of the top 220 features. Except for the 

top 270 features, GR consistently beats WFS. For top ranked features 120, 170, and 220, GR has the highest Classification 

Accuracy, at 83.25 %, 82.92 %, and 82.94 %, respectively. In the top 20, 170, 220, 270, and 320 features, CFS performs better 

than WFS. In the top 70 and 120 features, CFS has never beaten WFS. When we choose 320 features, CFS has the highest 

Classification accuracy rate at 82.79 %. In whatever size of top-ranked features, IG has never outperformed WFS. In whatever 

size of top-ranked features, OneR consistently beats WFS. OneR has the highest Classification Accuracy in the top 70 and 220 

features, at 83.17% and 83.00%, respectively. Additionally, ReliefF has never outperformed top-ranked features trained with 5-

NN in any size. SU beats WFS in the top 20 and 120 features, but in all other feature sizes, except 20 and 120, it never does so. 

FR-Borda, the approach we recommend, consistently beats WFS in all sizes of top-ranked features. FR-Borda has the highest 

Classification Accuracy in top 20 numbers of features. Classification Accuracy of 84.15% FR-Borda is the best performing model 

trained with 5-NN. The Classification Accuracy results of seven Feature Ranking Methods, including FR-Borda and WFS based 

on 5-NN Classifier, is shown in Figure-5.3. 

Figure-5.3: Classification Accuracy comparison of seven Feature Ranking Methods, including FR-Borda and WFS based on 5-

NN Classifier 

 

Finally, we demonstrate that all FS approaches beat WFS in any number of top-ranked feature sizes using the findings for the 

Random Forest classifier. When we chose the top 120, 170, and 320 ranked features, GR had the highest Classification Accuracy 

rate at 83.87%, 84.75%, and 83.80%, respectively. For the top 70 features, OneR has the highest Classification Accuracy, at 

82.83%. FR-Borda, the approach we recommend, consistently beats WFS in all sizes of top-ranked features. With accuracy rates 

of 84.99%, 83.66%, and 83.80% for the top 20, 170, and 220 features, respectively, FR-Borda has the highest classification 

accuracy. When we choose the top 20 features, the model trained using Random Forest that performs the best is FR-Borda, with 

84.99%. The Classification Accuracy results of seven Feature Ranking Methods, including FR-Borda and WFS based on Random 

Forest Classifier, is shown in Figure-5.4. 
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Figure-5.4: Classification Accuracy comparison of seven Feature Ranking Methods, including FR-Borda and WFS based on 

Random Forest Classifier 

 

5.2 F-MEASURE 

We will first examine the Naïve Bayes Multinomial findings for F-Measure. It can be demonstrated that WFS consistently 

outperforms CHI, GR, CFS, IG, OneR, ReliefF, and SU for every top-ranked feature. When we selected 20 and 70 of the top-

ranked features, the suggested approach FR-Borda never outperformed WFS. However, whether we selected 120, 170, 220, 270, 

and 320 features, FR-Borda consistently outperforms WFS. The highest F-Measure values for the 120, 170, 220, 270, and 320 

features for the NBM classifier-trained FR-Borda are 0.841, 0.847, 0.852, 0.852, and 0.848, respectively. The best performing 

model trained with Naïve Bayes Multinomial is FR-Borda of 0.852 with 170 and 220 top ranked features. The F-Measure results 

of seven Feature Ranking Methods, including FR-Borda and WFS based on Naïve Bayes Multinomial Classifier, is shown in 

Figure-5.5. 

 

Figure-5.5: F-Measure comparison of seven Feature Ranking Methods, including FR-Borda and WFS based on Random Forest 

Classifier 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://www.ijcrt.org/


www.ijcrt.org                                                            © 2022 IJCRT | Volume 10, Issue 7 July 2022 | ISSN: 2320-2882 

IJCRT2207252 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org b924 
 

Table-5.2: F-Measure of Dataset1 

 

Next, we'll examine the LibLinear outcomes. It can be demonstrated that CHI never outperforms WFS in F-Measure for the 

top-ranked features of 20, 70, 120, 170, and 220. But WFS lost to CHI for the top-ranked features of 270 and 320. Additionally, 

whether we used 220, 270, and 320 features, GR outperforms WFS. When we selected 170, 220, 270, and 320 feature sizes, OneR 

performed admirably. OneR defeated WFS for 320 features. Only when we used the 270 and 320 highest ranked features, CFS, 

IG, and SU defeat WFS. In whatever size of features, ReliefF has never beaten WFS. With the exception of the top 20 features, 

our recommended approach, FR-Borda, consistently outperforms WFS and is superior in all top-ranked features. FR-Borda has 

the highest F-Measure values of 0.825, 0.837, 0.846, 0.853, 0.853 and 0.856 when we picked 70, 120, 170, 220, 270 and 320 top 

ranked features respectively. The best performing model trained with LibLinear is FR-Borda with 0.856 F-Measure value when 

we picked 320 top ranked features. The F-Measure results of seven Feature Ranking Methods, including FR-Borda and WFS 

based on Liblinear Classifier, is shown in Figure-5.6. 

Figure-5.6: F-Measure comparison of seven Feature Ranking Methods, including FR-Borda and WFS based on Random Forest 

Classifier 
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We'll examine the 5-NN findings next. It can be demonstrated that all FS approaches outperform WFS for all feature sizes. 

When we selected 120, 170, and 220 of the top-ranked features, GR had the highest F-Measure values of 0.788, 0.791, and 0.790, 

respectively. When we selected 70, 270, and 320 of the top-ranked features, OneR had the highest F-Measure values at 0.793, 

0.775, and 0.770, respectively. Our recommended approach, FR-Borda, consistently outperforms WFS in any top-ranked feature. 

When we selected the top 20 features, FR-Borda had the highest F-Measure values of 0.800. The FR-Borda model, with a 

performance of 0.800 with 20 top-ranked features, is the best model trained with 5-NN. The F-Measure results of seven Feature 

Ranking Methods, including FR-Borda and WFS based on Liblinear Classifier, is shown in Figure-5.7. 

Figure-5.7: F-Measure comparison of seven Feature Ranking Methods, including FR-Borda and WFS based on Random Forest 

Classifier 

 

We will now examine the outcomes of the Random Forest. It can be demonstrated that the CHI method outperforms the WFS 

for all feature sizes. When we examined the GR results, it was evident that GR performed better than WFS in all feature sizes 

except top 20 features. When we selected 120, 170, and 220 of the top-ranked features, GR had the highest F-Measure values at 

0.815, 0.809, and 0.803, respectively. In all feature sizes, CFS and IG are superior to WFS. When we choose 70, 270, and 320 

features for OneR, it performs well and also has the highest F-Measure values of 0.799, 0.806, and 0.810. Except for 20 features, 

ReliefF performs better than WFS. In any feature size, SU consistently outperforms WFS. Our recommended approach, FR-

Borda, consistently outperforms WFS in any top-ranked feature sizes. FR-Borda has the highest F-Measure values of 0.822 when 

we picked 20 top ranked features. The best performing model trained with Random Forest is FR-Borda with 0.822 F-Measure 

value for 20 top ranked features. The F-Measure results of seven Feature Ranking Methods, including FR-Borda and WFS based 

on Liblinear Classifier, is shown in Figure-5.8. 

Figure-5.8: F-Measure comparison of seven Feature Ranking Methods, including FR-Borda and WFS based on Random Forest 

Classifier 

 

For all learners evaluated, our suggested strategy, FR-Borda, works exceptionally well and yields the best results. For 320 top-

ranked features trained using the LibLinear classifier, the best Classification Accuracy was attained by FR-Borda, which was 

86.94% accurate. Similar to this, for 320 top-ranked features learned with the LibLinear classifier, the best F-Measure value 

obtained by FR-Borda is 0.856. As a result our recommend feature selection method is FR-Borda with LibLinear classifier. 

6. CONCLUSION 

For tweet sentiment categorization, feature engineering approaches generally yield a huge number of features. When a large 

number of instances are combined, the resulting dataset might have a high dimensionality. Furthermore, it is computationally 

difficult to train classifiers on a huge dataset. Feature selection, which has gotten minimal attention in tweet sentiment 

classification research, picks an ideal collection of features, reducing the dataset's dimensionality, lowering computing costs, and 

maybe improving Classification Accuracy and F-Measure value. Utilizing four different learners, this study looked at seven filter-

based feature selection strategies including our suggested method and compared them to using without feature selection. These 

strategies are used to pick seven distinct feature subsets from a dataset i.e. Dataset1, retrieved from https://www.kaggle.com. 

Our work findings are encouraging, and future research should look at further feature selection approaches as well as the use 

of more than 320 features. This research should be broadened to include more datasets in order to see if the tendencies found in 

this study are also present in other datasets. 
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