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Abstract:  Electricity demand forecasting is a central and integral process for planning periodical operations and facility expansion 

in the electricity sector. Demand pattern is almost very complex due to the deregulation of energy markets. Therefore, finding an 

appropriate forecasting model for a specific electricity network is not an easy task. Although many forecasting methods were 

developed, none can be generalized for all demand patterns. This review article aims to explain the complexity of available solutions, 

their strengths and weaknesses, and the opportunities and threats that the forecasting tools offer or that may be encountered. 

 

Index Terms -Electricity demand forecasting 

I. INTRODUCTION 

Power is the foundation of supporting the most mechanically progressed modern improvement in the whole economy. Most 

likely all tasks performed right now are reliant upon power. Be that as it may, the creation cycle, the transmission, and power 

appropriation stay intricate and costly. Subsequently, successful framework the board is a significant job in decreasing energy 

creation costs and expanding meeting energy creation the developing interest for power. In this way, exact burden conjectures 

will go quite far in expanding energy effectiveness. the adequacy of the arranging system in the power age industry. 

 

Electric Load Forecasting is parted relying upon the span of the arranging skylines: if 1 day/week temporarily, 1 day/week to 1 

year forward in the medium term, and over 1 year sooner in the long haul. Momentary estimates are utilized for arranging power 

age and transmission. Medium-term estimates are utilized to anticipate fuel buys. Long haul conjectures are utilized to work on 

the stock and conveyance framework (age units, appropriation framework, and circulation framework). The electrical interest 

design is impacted by a couple of variables which incorporates time, social, financial, and geological elements where the example 

will shape different intricacies variety. Social (like ethics) and ecological elements are the principal wellsprings of arbitrariness 

(commotion) found in them stacking design. The assortment and intricacy of the interest design has prompted the advancement 

of intricacy Electrical burden expectation strategies. The books are enhanced with the strategies for anticipating Electric Load 

Forecasting many endeavours to find the best proportion of burden estimating. During this period power utilization increments 

quickly and may happen arbitrarily because of the increment the impact of nature and human way of behaving. In this way, the 

example of power request turns out to be more perplexing and obscure. For instance, individuals all over the planet are utilizing 

an ever-increasing number of various kinds of power a considerable lot of their electrical items are harmless to the ecosystem, 

which builds the changeability of turn and clamour popular example. Even though there are numerous prescient strategies, none 

can be consolidated to make it work all circumstances, particularly while thinking about many variables. Consequently, to get a 

decent figure, isn't simply to acknowledge the renowned way. As such, a decent case approach could turn out gravely for another. 

Thusly, examination ought to be coordinated to the uniquely given techniques. As such, each power plant in any the nation needs 

to follow its prescient methodology. For that reason, standard techniques may likewise be taken on however with pragmatic and 

viable changes fit to the case; any other way, the outcomes will deceive. The reason for this paper is to delineate the down to 

earth expectation technique for examining the electrical burden design and anticipating future burden needs for short, medium, 

and/or long terms. This approach can be comprehensive different prescient models. Extraordinary models incorporate Holt 

Winters time series, FB Prophet and grouping LSTM model for electrical burden expectation. 
 

II. LITERATURE REVIEW 

Commonly, the heap gauge (LF) alludes to the normal burden prerequisites, which are followed by a precise course of 

characterizing future expected loads with adequate volume data, which is utilized to decide the extension of the framework. 

creation arranging and power arranging advancement plan. Precise gauging of electrical burden is basic for the monetary, safe, 

and solid activity of the energy framework [60,61]. Power estimates can be isolated into long haul load gauges, medium-term 

load figures, transient burden conjectures and momentary burden conjectures, comparing to yearly, month to month, at some 

point, and extended estimates [52, 62]. a couple of recently made ones connected with a similar forecast considering the three 

prescient principles of expectation. There were numerous strategies that were utilized, tested for load estimating, a couple are 

referenced here like Regression investigation, remarkable smoothing, emphasis of loads. There were a couple of further 

developed calculations that included time series gauging, successive brain organizations, versatile forecast. There were different 
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techniques too like hereditary examination that were Applewhite al proposed a fluffy polynomial relapse that managed power 

load gauging considering weather conditions highlight choice that better the precision and viability of transient burden conjecture 

strategies. Klinger al likewise contributed by utilizing a brain net model to foresee a similar current burden utilizing verifiable 

information from few savvy meters utilized. Ideal conveyance of force advancement was conceivable by the estimating model 

that was carried out by framework administrators and energy providers. Amjad al introduced a technique that was cross breed 

determining with change of the wavelets included likewise a brain progressive model for load estimating. Savvy meters gather a 

lot of legitimate information that essentially gives electrical burden estimate establishment. However, it is undeniably challenging 

when we straightforwardly utilize electric burden gauging on these high layered shrewd meters. To add for this, moreover, centre 

of burden profiling exclusively relies upon purchaser gathering, however there exist not many grouping issues of high-layered 

information which is important to pack brilliant meter bigdata for dimensionality decrease. 

 

One more thought of the determining concocted fluffy rationale that is basically utilized for momentary burden anticipating [301-

305]. Ying and Pan zeroed in on utilizing versatile organization based fluffy deduction framework to conjecture electric loads 

provincially while Pai focussed on utilizing ellipsoidal fluffy frameworks. This was attempted as burden estimating technique 

(fluffy rationale approach) to gauge momentary yearly power interest in Turkey. The main boundary utilized in the model was 

GDP based power paracymene projections alongside relapse determining were contrasted with approve the model. Another idea 

utilized was neuro fluffy framework displaying where a paper referenced about how long-haul figure dissemination was 

conceivable. Lee presented the primary analysts who concocted the ANN application and proposed the utilization of multi-facet 

network comprising of three layers basically input, covered up and the result layer. The organization preparing was performed 

through straightforward back proliferation calculation by simply utilizing climate and burden data. The model delivered three 

different gauge factors specifically top burden, hourly burden and complete everyday burden. These electric burden requests 

were treated as a non-fixed time series and renovated the heap profile by a repetitive brain organization. In the electrical business 

and power framework, Electric Power Load Forecasting (EPLF) is a significant functional cycle. Task recurrence controls and 

helper load figures are presented in other examination exercises [560-564] as well as another AGC way to deal with help the 

conveyance of a sluggish financial burden and collaborating with the AGC recurrence job of Economic Dispatch (ED) to rebuild 

the whole framework to decrease creation costs. This ED strategy is medium. The ELD and LFC communications were presented 

at [561,562]. The utilization of Artificial Neural Networks (ANNs) to anticipate electrical action is introduced in [563]. Writing 

[564], depict a blended calculation for the LFC strategy load expectation technique. This study utilized the Indian (Tamil) 

schedule and the Gregorian schedule to anticipate how much power. In the Indian schedule, the start of the year starts in April 

and depends on planetary preparation. The proposed technique was tried in two test frameworks to concentrate on how successful 

and exact the expectation was. K-crease cross confirmation results are shown. Two different smoothing procedures have been 

utilized to show the practicality and exactness of the Gregorian schedule contrasted with the Indian schedule. One more highlight 

note is that albeit the paper is tied in with come by adverse outcomes utilizing the Gregorian schedule, many examinations can 

attempt to change over all factors into strings. Changing the long stretch of the year, day of the week, and hour of the day to the 

person unit makes a more exact retreat model and hence have improved results. This segment has exhibited how to anticipate 

long haul and medium-term blackouts to foresee the day-to-day load necessity for a time of a little while to quite a long while. It 

is accomplished through the interrelated connection between the way of behaving of the heap and its yearly development. To 

start with, utilizing verifiable information over a period (one year), we got the everyday stacking status utilizing multi-line quad 

load models. Second, we utilized the boundary models got utilizing variable hourly and week after week load appraisals to decide 

the following year's social burden design. Finally, we have added yearly development weight to fix the weight of the following 

year's heap. The outcomes showed that the complete blunder of the anticipated everyday burden did not surpass 3.8 percent of 

the real burden over the whole year. With the outcomes delivered, the proposed model and the estimate technique utilized give 

a critical benefit contrasted with what is usually found in the books to lessen the all-out blunder among anticipated and real loads 

in the figure period one year ahead of time. 

III. FRAMEWORK AND SYSTEM DESIGN 

The Fig. 1 shows the complete details of the methodology used for our project “ELECTRICITY LOAD FORECASTING”.  

 
                                                

 

 

 

 

 

 

 

 

 

 

Fig. 1: Proposed Architecture 

3.1Time Series Modelling 

 Time series is the succession of dreams taken in sequential request. Time Series Analysis is the most complete utilized 

field of information science and AI, ruins past authentic information to show the cycle, season, and the sound of tracking down 

future patterns in it. A kind of prescient examination predicts how much unpredictability in later occasions in view of history. 

Anticipating includes taking authentic models' information and use it for future visual conjectures. Timetable investigation gives a 

structure to information understanding methodologies. Most likely extremely helpful this rot of the series of time into 4 strong 

aspects: Level, Trend, Seasonality and Noise. 
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3.1.1Holt Winter’s Model 

 Holt-Winters gauge is a strategy for displaying and anticipating the succession of cost groupings over the long haul — a 

progression of courses of events. Holt-Winters is one of the most well-known indicators of the time series. It is many years old, 

however is still generally accessible in numerous frameworks, including observation, where it is utilized for purposes, for example, 

secretive revelation and power arranging. Holt-Winters is an ethical model for a period series. Consistency generally requires a 

model, and Holt-Winters is an approach to showing three parts of a course of events: normal worth (normal), slant (pattern) after 

some time, and a repetitive example of cycle (season). 

 

The befuddling revelation of a period series is a complicated issue with numerous viable techniques. Becoming mixed up in every 

one of the undercover topics is simple. Self-study is a test however applying it tends to be truly challenging. A significant part of 

befuddling disclosure is expectation — taking in information on time series, considering its model or history, and arriving at 

conclusions about values that come later. 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Holt Winters Pyramid 

 

Weighted Averages: A weighted normal is just a normal of n numbers where each number is given a specific weight and the 

denominator is the amount of those n loads. The loads are frequently allocated according to some weighing capability. Normal 

gauging capabilities are logarithmic, straight, quadratic, cubic and dramatic. By picking a reasonable weighing capability, the 

forecaster figures out which authentic qualities ought to be given accentuation for working out future upsides of the time series. 

 

Exponential Smoothing: The Exponential Smoothing (ES) method conjectures the following worth utilizing a weighted normal of 

all past qualities where the loads rot dramatically from the latest to the most established verifiable worth. At the point when you 

use ES, you are making the urgent suspicion that new upsides of the timeseries are substantially more vital to you than more 

seasoned values. 

 

Holt Exponential Smoothing: The Holt ES strategy fixes one of the two deficiencies of the basic ES method. Holt ES can be utilized 

to figure time series information that has a pattern. 

 

Holt-Winters Exponential Smoothing: The Holt-Winters ES changes the Holt ES procedure with the goal that it tends to be utilized 

in the presence of both pattern and irregularity. 

 

3.1.2Facebook Prophet Model 

 Prophet is a strong time series investigation bundle delivered by Core Data Science Team at Facebook. It is basic and 

simple to go bundle for performing time series examination and estimating at scale. 

As per official prophet's site: 

Prophet is a system for gauging time series information in view of an added substance model where non-direct patterns are fit with 

yearly, week by week, and everyday irregularity, in addition to occasion impacts. It works best with time series that make so lid 

occasional impacts and a few times of verifiable information. Prophet is powerful to missing information and changes in the pattern, 

and commonly handles anomalies well. 
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Fig. 3:  Workflow of Prophet Model 

 

3.2Sequential Modelling 

Neural Networks A fake brain network is a layered construction of associated neurons, enlivened by bio-legitimate brain 

organizations. It is not one calculation however mixes of different calculations which permits us to do complex procedure  

on information. Recurrent Neural Networks It is a class of brain networks customized to manage worldly information. The neurons 

of RNN have a cell state/memory, and info is handled by this interior state, which is accomplished with the assistance of circles 

inside the brain organization 

 

3.2.1LSTM (Long Short-Term Memory) 

 Extraordinary sort of repetitive brain network is fit for learning long haul conditions in information. This is accomplished 

because the common module of the model has a mix of four layers connecting with one another. LSTM is a unique sort of repetitive 

brain network fit for taking care of long-haul conditions. Long Short-Term Memory Network is a high level RNN, a consecutive 

organization, that permits data to continue. 

 

3.2.2.1LSTM Architecture 

 At an undeniable level LSTM works a lot of like a RNN cell. Here is the interior working of the LSTM organization. The 

LSTM comprises of three sections, as displayed in the picture underneath and each part carries out a singular role.  

 

 

  

  

 

 

 

 

 

 

Fig. 4: LSTM Architecture1 

 

The initial segment picks whether the data coming from the past timestamp is to be recalled or is immaterial and can be neglected. 

In the subsequent part, the cell attempts to advance new data from the contribution to this cell. Finally, in the third part, the cell 

passes the refreshed data from the current timestamp to the following timestamp. These three pieces of a LSTM cell are known as 

doors. The initial segment is called Forget door, the subsequent part is known as the Input entryway and the last one is the Output 

door. 
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Fig. 5:  LSTM Architecture 2 

 

IV. IMPLEMENTATION 
 
The data was hourly power consumed however it was sampled and aggregated to make it daily power usage by aggregating 
24hrs data into a single day record. The dataset received from KPTCL was split in such a way for all the three 
models that 75 percent - 80 percent of it was included in the training data set through which the models were 
trained and the remaining 20 - 25 percent was included in the test data set which was used to compare between 
the actual and the predicted value. 

 

4.1Holt Winter’s Model 

 The Dataset gathered was pre-handled by changing the section name from Date-to-Date Time, the 

information that was accessible on an hourly premise was changed over into consistent schedule by summarizing the 

energies. The got information is then plotted into an overall energy plot prior to applying any models. Seasonality can 

either be additive or multiplicative where additive means our data does not possess different heights and widths over our seasonal 

periods and has it as a constant whereas multiplicative seasonality means the widths and heights of our datapoints varies over 

seasonal periods. For the holt winters model the parameters were set as our model showing additive seasonality with our seasonal 

periods to be 365(annual seasonality) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6: Flowchart of Holt Winters 
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The below figure Illustrates the overall energy plot acquired after pre-handling the information. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7: General Plot of Holt Winters 

 

4.2Facebook Prophet Model 

The Dataset gathered was pre-handled by changing the segment name from Date to DT, likewise a few new elements were 

added like date, hour, day of week, quarter, month, year, day of year, day of month and seven days stretch of year. The got 

information is then plotted into an overall energy plot prior to applying any models. According to fb prophet if we find our holidays 

or seasonality factor overfitting, we can adjust their prior scale via the hyperparameters holidays_prior_scale and 

seasonality_prior_scale which adjusts the extent to which holidays and seasonality model will fit the data. By default, this parameter 

is 10 providing poor regularization however with seasonality_prior_scale of 0.1 with yearly seasonality we could achieve excellent 

results as our data lacked strong seasonality.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: Flowchart of FB Prophet 
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The underneath figure Illustrates the overall energy plot got after pre-handling the information. 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

Fig 9: General Plot of FB Prophet 

  

4.3Long Short-Term Memory 

The model architecture used for the task was a lstm layer with 100 units with relu activation followed by a dense layer 

10units and an output unit densely connected. The lstm is an excellent model to catch contexts and is very efficient in terms of what 

to forget and what to remember. But the catch with using lstm for time-series is that our data should be processed to be suitable for 

a supervised learning task. Since time-series data is continuous values of a quantity over time we need to model it as a sequence of 

values determining the next value or more technically a sequence of lag values determines the next value and how many lag values 

determine the next value is a parameter one can experiment with. For this task we can use a Time Series Generator(keras) which 

can help us do this job with its parameter length corresponding to the length of lag values. For the power data however, we 

experimented and found the number providing accurate results to be 30 which means 30 lag values accurately helps forecast the 

next value. For E.g.: values from 1-30 accurately predicts 31st value and 2-31 values help model 32nd value and so on. 

 
 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10: Flowchart of LSTM 
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Fig. 11: General Plot of LSTM 

 

V. EXPECTED RESULTS 

       

    5.1Holt Winter’s Model 

 In the event of Holt Winters Model, the level, pattern, and irregularity of the information was noticed, and a model was 

prepared to figure the future burden required. The anticipated plot was contrasted and the test information plot. The outcome had 

around 86% precision. Holt-Winters is one of the most well-known anticipating methods for time series. It is many years old, 

however it's as yet pervasive in numerous applications, including checking, where it's utilized for purposes, for example, irregularity 

recognition and scope quantification. 

Holt-Winters is a method for demonstrating three parts of the time series: a run of the mill esteem (normal), a slant (pattern) over 

the long run, and a repetitive rehashing design (irregularity). 

 

  

Fig. 12: Forecasted Result using Holt Winter 

 

5.2Facebook Prophet Model 
In case of FB Prophet model, the level, trend, seasonality, and holiday of the data was observed, and a 

model was trained to forecast the future load required. The predicted plot was compared with the test data plot. 

The result had approximately 91 percent accuracy. 
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Fig. 13: Forecasted Result using FB Prophet 

 

5.3Long Short-Term Memory 

 In case of long short-term memory Model, the level, trend and seasonality of the data was observed, and a 

model was trained to forecast the future load required. The predicted plot was compared with the test data plot. The 
result had approximately 92 percent accuracy. 

 

 
                 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14: Forecasted Result using LSTM 

 

5.4Final Model 

 The final model was set up by creating a web application that forecasts the load for any day in the future 
by just selecting the date. The results obtained from all the three models are displayed along with a graph that 
represents the prediction of the three models The front end was set up using HTML and CSS whereas the 
back end was setup using ngrok. The web app received the date as an input, forecasting the load using all the 
three models and the result was displayed along with its graphical representation. 

The average accuracy of all the three models combined was found to be approximately 90 percent. 

 

 

 

Model Mean Absolute 

Error 

Accuracy 

in 

percentage 

Holt Winters                  14.18              86 

Fb Prophet                    9.32              91 

LSTM                    8.39              92 
 

Table 1: Model’s Accuracy Results 
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Fig. 15: Webapp 

 

VI. CONCLUSION 

 

Three algorithms were implemented in the project namely Holt Winters Prophet and LSTM. While the performances vary every       

day because all the models are trained everyday incorporating the last day’s data in training set FB Prophet and LSTM are among 

the best performing models. The average accuracy that we were able to extract from these models were around 91 percent. LSTM 

and FB prophet had almost the same accuracy results, The performance of the LSTM model can be further improved by 

incorporating weather parameters and other features like day, weekend, month into the training dataset. 

REFERENCES 

[1] Hosein, S., & Hosein, P. “Load forecasting using deep neural networks”, IEEE Power and Energy Society Innovative Smart 

Grid Technologies Conference, (2017). doi: 10.1109/ISGT.2017.8085971 

 

[2] Singla, M. K., Gupta, J., & Nijhawan, P. “Comparative Study on Backpropagation and Levenberg Marquardt Algorithm on 

Short Term Load Forecasting”, International Journal of Advanced Trends in Computer Science and Engineering, Vol. 8(2), pp. 

194-202 (2019). https://doi.org/10.30534/ijatcse/2019/14822019  

 

[3] Alferez, H. K., & Naseeruddin, M. “Electric load forecasting: literature survey and classification of methods”, International 

Journal of systems science, Vol. 33(1), pp. 23-34 (2002).  

 

[4] Asbury, C. E. “Weather load model for electric demand and energy forecasting”, IEEE Transactions on Power Apparatus and 

Systems, Vol. 94(4), pp. 1111- 1116 (1975).  

 

[5] Cheepa, T. K., & Magnani, T. A “Critical Review on Employed Techniques for Short Term Load Forecasting”, International 

Research Journal of Engineering and Technology, Vol. 4(6), (2017). 

 

 

http://www.ijcrt.org/

