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Abstract: Artificial Intelligence (AI) is that branch of computer science that develops machines and 

software with humanlike intelligence. Artificial Intelligence proves to be the most promising path to 

more efficient practices in civil engineering. AI can be successfully implemented as a vital game changer 

in the field of Structural engineering to determine engineering design parameters when testing is not 

possible. Even with the vast range of adaptability that AI possesses, it is never, at least in the near future 

that AI is to be considered to perpetually replace human involvement as it can never account for the 

rationality that is purely human in possession. On the contrary, the essence of it is to be touchwood to 

assist and help in the field of structural engineering to expand their workflow. The complex and deep-

learning algorithms possessed by modern AI systems provide clear cut platforms to the engineers and is 

something to be put resources into. 
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1.INTRODUCTION 

AI is defined as “The field of science and engineering concerned with the computational understanding 

of what is commonly called intelligent behavior, and with the creation of artifacts that exhibit such 

behavior.” The term “AI” was introduced at a conference held in Dartmouth College in 1956.1 It is a 

computational method attempting to simulate human cognition capability through symbol manipulation 

and symbolically structured knowledge bases to solve engineering problems that defy solution using 

conventional methods. Machine intelligence is a similar term as that of AI. Machine intelligence refers 

to machines with human-like intelligent behaviour and reasoning, while AI refers to a machine’s ability 
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to mimic the cognitive functions of humans to perform tasks in a smart manner.2 The development of 

AI techniques can be divided into the following five periods: the incubation period (before 1956), the 

formation period (1956-1970), the dark period (1966-1974), the knowledge application period (1970-

1988), and the integrated development period (1986-present).3 

2.DEVELOPMENT OF ARTIFICIAL INTELLIGENCE 

The term Artificial Intelligence was introduced by John McCarthy. He described it in the way that 

process of human thinking was manipulated mechanically by symbols. 4 There are two types of machine 

intelligence they includes hard computing and soft computing methods. Hard computing is based on 

binary logic, crisp systems, and numerical analysis. This requires a precisely stated analytical model and 

is capable of producing precise answers. When comparing with hard computing, soft computing can 

deal with ambiguous and noisy data, incorporates stochastic information, and allows parallel 

computations. The main constituents of soft computing include neural networks, evolutionary 

algorithms, probability reasoning and fuzzy-logic.5 The applications of Artificial Neural Networks are 

in the field of Civil engineering designing, planning, construction, and management of infrastructures 

such as highways, bridges, airports, railroads, buildings, dams and to predict tender bids, construction 

cost, and construction budget performance. Artificial Intelligence also has role in project cash flow, 

maintenance construction demand and labour productivity.6 

Among AI based computational techniques, adaptive neuro-fuzzy inference systems were suitable for 

modelling complex systems with known input-output data sets especially to study the behaviour of 

cement-based materials undergoing single, dual, or multiple damage factors. The model allows 

construction planners to generate and evaluate optimal construction scheduling plans that minimize both 

project time and cost.7 

Machine learning is a subfield of AI which is used to design a model to learn the trends, thus focusing 

on prediction based on known properties learned from the training data.8 Deep learning is a tool that 

concentrates on learning the representations and features of the data. It is also necessary to distinguish 

AI from data science and big data.9 Data mining is a cross disciplinary field used to discover valuable 

insights and trends in a data set and they focus on the discovery of unknown properties in an area where 

there is limited knowledge. Big data refers to large or complex data sets that are difficult to represent 

using conventional data processing techniques [Fig 1].10  
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Figure 1 illustrates different intelligent techniques and their correlation. 

 

2.1Structural System Identification 

Structural System Identification (SSI) allows constructing a mathematical model of a structural system 

from a set of input-output measurements generated by dynamic time series signals.11 In a study by Jiang 

et al. a fuzzy stochastic neural network model for nonparametric identification of civil structures using 

the nonlinear autoregressive moving average with exogenous inputs model through the combination of 

two computational intelligence techniques, i.e., fuzzy logic and neural networks.12 The proposed model 

was validated using a 1:20 scaled model of a 38-storey concrete building and a benchmark 4-story 2 x 

2 bay 3D steel frames.13 Amezquita Sanchez et al introduced a new method to find the modal parameters 

of large structures using adroit integration of multiple signal classification and this method was applied 

to a 123-story super high-rise building structure, the Lotte World Tower, which is the tallest building in 

Korea to calculate the natural frequencies and damping ratios of the structure. He also concluded that 

this approach could identify the natural frequencies and damping ratios of large civil structures with 

high accuracy.14 

2.2Structural Health Monitoring (SHM) 

Structural Health Monitoring (SHM) is one of the subject of intensive research in structural engineering. 

It can be divided into two categories of image-based SHM employing the computer vision technology 

and vibration signal-based SHM based on the signals obtained during dynamic events. The vibration 

signal-based SHM involves two general approaches: parametric system identification (modal 

parameters identification) and non-parametric system identification. ML algorithms have been used 

extensively in both types of SHM.15 
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Deep learning algorithms such as Convolutional Neural Networks (CNNs) have been employed for 

automatic feature extraction in SHM. In these methods, feature extraction and classification steps are 

performed in a single step to avoid the exhaustive tests between features and classifiers [Fig 2]. 

 

 

 

 

 

 

Figure 2 shows machine learning and deep learning 

The effective training of supervised ML approaches requires a large set of data from healthy and 

damaged structures. To overcome this limitation, unsupervised ML-based methods have been proposed 

recently because they do not require labelling the training data from different damage scenarios.16 In a 

study by Ibrahim et al, a comparison of the classification performance of three machine learning 

algorithms, SVM, K-Nearest Neighbor (KNN), and CNN, for evaluating the health condition of two 

simulated four- and eight story building structures subjected to earthquakes. They reported that CNN 

outperformed SVM and KNN in terms of accuracy for damage detection.17 

3.VIBRATION CONTROL OF STRUCTURES 

Vibration responses are generated by dynamic loadings such as traffic, wind and seismic activity that 

can negatively affect the integrity of a structure. The vibration control systems are classified under active 

control systems, semi active control systems, passive control systems and hybrid control systems. 

Computational intelligence approaches that include neural networks, fuzzy logic systems and genetic 

algorithms and their combination have played a significant role in the development of 

adaptive/intelligent control algorithms.18 A unique aspect of this algorithm is that the structural 

identification and control are performed simultaneously, which makes it adaptive and more suitable for 

real-life structures. 

It has been observed that neural network and fuzzy logic based approaches are the most commonly 

employed methods and their combinations provide the most powerful results. The capability to deal with 

non-linear properties of different dynamic systems can be achieved by using neural networks, the 

information uncertainty with real-world problems can be dealt with fuzzy logic approach.19  
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4.ARTIFICIAL INTELLIGENCE AS A TOOL FOR MODELING  

Artificial Neural Network mimics the neural cells in human brain. Although they are a much simplified 

version of human brain, they can provide new directions in solving the natural tasks. ANN has the ability 

to learn from experience without obtaining prior knowledge about a task and is able to generalise it when 

presented with unseen data.20 

Artificial Neural Networks are defined as “a massively parallel distributed processor made up of simple 

processing units, which has a natural propensity for storing experimental knowledge and making it 

available for use”.21 The neural networks have processing elements called “neurons” and the connections 

carry a “weight” parameter signifying the importance of link between the neurons.22 This synaptic 

weights store the knowledge of the neural networks. The continuous updating of synaptic weights is 

undertaken by a learning algorithm known as error back – propagation.  

ANN also functions as a universal function approximator as it can derive complex, non linear and 

unknown relationship among dependent and independent variables through a learning process.23 Hence 

in the field of Civil Engineering, it can be harnessed for a variety of problems and phenomenon.24 

Despite the high advantages of the ANN, it has many disadvantages. They are ineffective in selection 

of initial weights and unsuitable for long term forecasting. 

5.NEURAL DYNAMIC CLASSIFICATION ALGORITHM 

Neural Dynamic Classification (NDC) is a new supervised classification algorithm which was developed 

with a goal of uncovering the most effective feature spaces and finding the optimum number of features 

required for accurate classification.25 This is capable of solving highly complicated classification of 

problems by employing a new feature space with large margins between clusters and close proximity of 

the transformation functions. NDC was successfully employed for the development of an earthquake 

warning system and also for detection of damages in high- rise building structures.26 

6.CONCLUSION 

ANN’s ability to derive enormous historical data can be coupled with the large data handling capability 

of the modern computers. ANN can model any functional relationship with reasonable accuracy. 

Machine Learning algorithms and their application in the field of Civil and Structural engineering are 

worth exploring. Material model based on ANN helps in explaining and deriving complex, unknown 

and non-linear functional relationships. This helps to simplify decision making, saves time and helps to 

reasonably obtain results with accuracy. 
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