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Abstract:  : Image colorization is a captivating subject matter and has emerge as a place of studies withinside the latest years. In 

this task, we're going to colorize black and white images with the assist of Deep Learning techniques. We are constructing a Deep 

Convolutional Neural Network (CNN) so that it will study on over one million images . The output generated through the pre-

skilled version is completely depending on the images it's been skilled from scratch with high-stage capabilities extracted without 

direct human assistance. The images are taken from specific sources  like Inception, ResNet-v2 and ImageNet, etc. We present a 

convolutional-neural model-primarily based totally gadget that faithfully colorizes black and white photographic pixel. 

 We discover numerous network  architectures, objectives, color spaces, and problem  formulations. In this task we are trying to 

recolor B/W or Grayscale images the usage of Convolutional Neural Networks. Our utility pursuits to recolor desaturated images 

through making use of a color overlay of a particular opacity over a specific area. We train our neural model  with B/W picture as 

input  and additionally the real picture as output. The minimization of- color distinction among the colored picture and the real 

picture will make certain usage by training a network. 

                                                                             

 

Index Terms - Colorization, CNNs, Computer Vision. 

 

I. INTRODUCTION 

The colorization of black and white images  can effect a big type of domains. Some of the packages of black and white picture 

colorization are remastering of historic images and surveillance feed improvement. The content material of black and white 

images  could be very limited. So, if we upload color components, we are able to enhance the semantics of the picture. Prebuilt 

fashions like Inception, ResNet and ImageNet are skilled the usage of datasets of colored pixel. Let’s first outline the colorization 

trouble in phrases of the CIE Lab color space. Like the RGB color space, it's miles a three-channel color space, however in 

contrast to the RGB color space, color facts is encoded best withinside the a (green-red  component) and b (blue-yellow 

component) channels. The L (lightness) channel encodes intensity information  best. We layout and construct a convolutional 

neural model  (CNN) that accepts a black-and-white picture as an input  and generates a colorized model of the picture as its 

output. Our intention is to research the variables of picture colorization modeling so as to conquer the constraints of guide 

assignments.  

 

The input  is a grid representing a black and white picture. It outputs grids with color values. Between the enter and output values, 

we create filters to hyperlink them together. This is a convolutional neural model. When we train  the model, we use colored 

pixel. We convert RGB colors to the Lab color space. The black and white layer is our input  and the two  colored layers are the 

output.  

 
While traditional  structures do their truthful percentage of recoloring the pixel, there's some other technique to remedy the 

trouble; the usage of Convolutional Neural Networks. Convolutional Neural Networks act as stacked classifiers that consider 

(Х+1)*(X+1) grid of pixels, every classifier having price of X from 2 to 2n.Because in their accuracy to apprehend and come 

across patterns, they may be typically utilized in deep studying picture reputation fashions. 
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II.RELATED WORK 

 

Image Colorization technique turned into supposed to put off the attempt giving the inputs to the version. In this System, the 

coloring version turned into primarily based totally on neural networks which have been skilled on a training set of images . 

This automatic the coloring manner and 30% of the outputs gave great results. Also, the neural networks-primarily based totally 

version required as much less as 20 pixel as a way to color pixel [1]. The set of rules provides color to every Image through 

thinking about the location of color markers. It first segments the picture after which colorizes it. They additionally try and 

colorize videos, through a few frames, colorizing them, then moving the color to different frames. Key frames are decided on 

nearby minima of block motion. Segmentation is executed the usage of rain water simulation approach of watershed 

segmentation [2]. This approach that is primarily based totally on patch descriptors of luminance capabilities and color 

prediction version with a fashionable distance choice strategy. A Total Variation (TV) regularization is likewise in step with-

fashioned at the colorized picture to make certain the spatial color coherency of the very last result [3]. Colorization strategies 

which rely on depth as soon as the consumer marks at the drawing, a nearby, statistical-primarily based totally sample function 

mechanism received with Gabor wavelet tarsi’s implemented to locate the sample-continuity. This approach begins off evolved 

through drawing the favored fascinated regions. It mechanically propagates the color withinside the sample- non-stop regions 

[4]. In this paper, a feed-ahead, 2 level structure primarily based totally on Convolutional Neural Network is used, to are 

expecting U and Color channels of an enter Grayscale picture. Colorization is checked out as a regression trouble and is resolved 

the usage of Anstey employ the pre-skilled VGG-sixteen classifier, that is already skilled on one million images. They have 

used the YUV color version as it has the minimal correlation among the three coordinate axes [5]. They employ a multi-scale 

deep convolutional neural community. The technique includes three parts, specifically pre-processing, inference, and submit 

processing. In pre-processing level, they make up a picture pyramid of the enter picture in more than one resolutions. Then for 

inference, every detail of the pyramid passes thru numerous convolutional layers and max pooling layers [6].  

 

 

 

III.ARCHITECTURE 

Our base model is a completely convolutional model of VGG-16 with changes: (1) the classification  type layer (fc8) is 

discarded, and (2) the primary clear out layer (conv1 1) operates on a single  depth channel in preference to mean-subtracted 

RGB. We extract a hypercolumn descriptor for a pixel through concatenating the capabilities at its spatial area in all layers, 

from statistics to conv7 (fc7), resulting  in a 12, 417 channel descriptor. We feed this hypercolumn into a completely related 

layer with 1024 channels (h fc1 in Figure 1), to which we join output predictors. Processing every pixel one at a time in such 

way is pretty costly. We alternatively run a whole picture through a single ahead pass of VGG-16 and approximate hyper 

columns the usage of bilinear interpolation. Even with such sharing, densely extracting hyper columns calls for giant 

reminiscence (1.7 GB for 256×256 enter). To fit images batches in memory at some stage in training, we alternatively extract 

hyper columns at best a sparse set of locations, enforcing a custom Caffe [21] layer to immediately compute them 2 Extracting 

batches of best 128 hypercolumn descriptors in step with input  picture, sampled at random locations, presents enough training 

signal. In the backward pass of stochastic gradient descent, an interpolated hyper column propagates its gradients to the 4 

closest spatial cells in every layer. Locks make certain atomicity of gradient updates, without incurring any overall performance 

penalty. This drops training memory  for hypercolumns to only 13 MB per image. 

 

 
                                                                                 Figure 1 

 

IV.METHODOLOGY 

Our project consist of the following stages: 

1.Preprocessing  

2.Training 

3.Exaluation and Remodeling 

 4.Back-end 

5.User Interface 
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 1.Preprocessing 
 

 Our dataset comes from The ImageNet project  that's a massive visual database designed to be used in visual object  recognition 

software program research. More than 14 million images  had been hand-annotated via way of means of the system to suggest what 

objects are pictured and in at the least 1,000,000 of the pixel, bounding containers also are provided. ImageNet carries extra than 

20,000 classes with an ordinary category, such as "balloon" or "strawberry", which includes numerous hundred images. The 

database of annotations of third-birthday birthday celebration photo URLs is freely to be had without delay from ImageNet,  though 

the real images aren't owned via way of means of ImageNet. 

 

2. Training. 

 
The neural network finds characteristics that link grayscale images with their colored versions. 

Suppose you had to color black and white images - but with restriction that you can only see  nine pixels at a 

time. You could scan each image from the top left to bottom right and try to predict which color each pixel 

should be. First, you look for simple patterns: a diagonal line, all black pixels, and so on. You look for the same 

exact pattern in each square and remove the pixels that don’t match. You generate 64 new images from your 64 

mini filters. If you scan the images again, you’d see the same small patterns you’ve already detected. To gain a 

higher-level understanding of the image, you decrease the image size in half. You still only have a three by three 

filter to scan each image. But by combining your new nine pixels with your lower level filters you can detect more 

complex patterns. One-pixel            combination might form a half circle, a small dot, or a line. Again, you repeatedly 

extract the same pattern from the image. This time, you generate 128 new filtered images. 

 

 

 

 

 

 

 

 

 

 

 

 

                                                                       Figure 2 

 

3.Exalution and Modeling 

The neural model operates in a trial and error  manner. It first makes a random prediction for every pixel. Based 

on the mistake for every pixel, it really works backward through  the model to enhance the future  extraction. It 

starts  adjusting for the conditions that generate the most important errors. In this case, it’s whether or not to color 

the object  or now no longer and to locate different objects. Then it colors all of the objects brown. It’s the color 

that  this is maximum much like all different colors, as a result generating the smallest error. Because maximum of 

the training records is pretty similar, the model struggles to distinguish among special objects . It will alter special 

tones of brown, however fail to generate extra nuanced colors.  

 

 

 

 

 

 

    

                                                                            Figure 3 
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4.Back End 
 

    The backend is made on Django, a python-primarily based totally internet framework. We selected Django due to its Model 

View Template (MVT) architecture. Also, our version became made on OpenCV module in python. So, this eases the combination 

to encompass our version in the server code natively. Flask is any other choice that's light- weight and additionally in python 

 

 

5.User Interface  
 

Up so far the colorization system is in the form  of a command line program – it could best be accessed through  cmd or the 

command terminal and the images, version and weights must be exceeded as arguments to this system withinside the terminal. 

Since now no longer each one is comfortable  the usage of terminal, we constructed an internet utility in order that customers don’t 

must fear approximately device or training model. All you want to have is a running net connection and an internet browser. We 

used some of JavaScript libraries to make the internet site attractive and attractive to the person along making it smooth to apprehend 

and experience. The front-end is  html and CSS code are withinside the shape a couple of template documents saved in Django’s 

static documents this is served to all customers visiting  the internet site. The JavaScript code alternatives up photo documents 

dragged and dropped withinside the vicinity and sends it to the server for colorization. The server sends again the colorized photo 

and the script masses the unique photo over the colorized photo each separated via way of means of a slider to examine it towards 

its monochrome version  

 

 

V. RESULTS  
  

 

 

1.Home page 
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2.Drag and Drop Images here: 

 

 

 
 

 

 

 

 

3.Result Showcase: 

 

    As cursor move on this image it will change  Black white image  to colorized image. 
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4. Information about  creators of project: 
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5.Feedback form; 

        Any queries related to the project will be submitted here and we will try to get back to you. 

 

 
 

 

 

 

6.Output of Grayscale Image or Black and white Image to Colorize Image: 

 

       As this slider move to right direction the part of image will turn into colorized image and again slider move to left direction the 

image will turned into  Black and white image.  

 

 

 

 

    VI.FUTURE WORK 

        

     Our future work will encompass the colorization of historic motion pictures. This approach will reason the vintage documentaries 

appearnce visually attractive. Altogether, a few human intervention is needed in photo colorization approach however nevertheless 

it has a awesome future potential.  
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VII.CONCLUSION 

 

This Image colorization technique gives an efficient, full-automated colorization approach the usage of deep neural networks to 

limit person attempt and the dependence on the example color image. Informative but discriminative functions consisting of patch 

function, DAISY function and a brand new semantic function are extracted and function the input  to the neural community. The 

output chrominance values are similarly delicate the usage of joint bilateral filtering to make certain artifact-loose colorization quality 

 

VII.ACKNOWLEDGMENT 

The project report on Image Colorization Using Deep Learning is the outcome of the guidance, moral support and 

devotion bestowed on our group throughout our work. For this we ac-knowledge and express our profound sense of 

gratitude to everybody who has been the source  of inspiration throughout project preparation. First and foremost we offer our 

sincere phrases  of thanks and innate            humility to Dr Savita Sangam,  Computer Department, SSJCOE and guide of 

our project for providing  help whenever required. 

We also would like to express our deepest gratitude to,Dr.Uttara Gogate HOD, Computer Department, SSJCOE for   

providing   the   valuable inputs. The consistent guidance and support provided by Dr. Pramod Rodge,Principal SSJCOE is 

very thankfully acknowledged for the key role played by him providing us with precious ideas and suggestions and helped that 

enabled in shaping the project work.We can say in words that we must at outset tender our intimacy for receipt of affectionate 

care to SSJCOE for providing such a stimulating atmosphere and conducive work environment. 

. 

VIII.REFERENCES 

[1] Charpiat, M. Hofmann, and B. Scholkopf. Auto- ¨ matic image colorization via multimodal predictions. In ECCV, pages 126 
139. Springer, 2008. 1, 2, 6, 7. 
. 
[2] Vivek George Jacob, Sumana Gupta, "Colorization of Gray scale images and videos using a semiautomatic approach" 2009  
16th IEEE International Conference on Image Processing (ICIP). 

 
[3] Aurelie Bugeau, Vinh-Thong Ta, "Patch-based image Colorization", Proceedings of the 21st International Conference on Pattern  
Recognition (ICPR2012) 
 
[4] Y. Qu, T. Wong, P.A. Heng, Manga Colorization, ACM Transactions on Graphics,25  (2006) 12141220 
 
. 
[5].Domonkos Varga, Tams Szirnyi, "Fully automatic image Colorization based on Convolutional Neural Network", 2016 23rd  
International Conference on Pattern Recognition (ICPR).  
 
[6].Matthias Limmer, Hendrik P. A. Lensch, "Infrared Colorization Using Deep Convolutional Neural Networks", 2016 15th  IEEE 
International Conference on Machine Learning and Applications (ICMLA). 
 

 

 

http://www.ijcrt.org/

