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Abstract:  Since its inception, the Stock market has become a sophisticated way of investing money and a reliable source of income. 

Performance of stock relies on multiple factors which makes it very unpredictable and volatile. Hence, Prediction can play an 

important and helpful role here. Predicting markets can offer great profit avenues, and much research is going on for it. For 

prediction, most researchers use either technical analysis or fundamental analysis. Technical analysis can be referred to as prediction 

on the basis of previous stock prices while fundamental analysis can be referred to as analysing the unstructured textual data, 

example: news, tweets, etc. Today the world is digitalized, the market information is accessible to common people as well, this 

takes it to text mining strategies that would extract significant information to analyze market behavior. In this project we will be 

using past prices of stock and news headlines together to predict the stock prices. The project will give recommendations on stock 

buy /sell on the basis of current news 

 

Index Terms -  Prediction, Analysis. 

I. INTRODUCTION 

Stock market acts as a fastest source of income for people. But due to the high risk factor, majorly the richer and upper middle 

class peoples were taking part in it. Stock Market is a place where people buy or sell shares of publicly listed companies. The first 

lockdown in April 2020, has affected lives of many people and also they lost their source of income. This situation forced the poor 

people to risk their money in the share market in order to make money for their livelihood. Nowadays, many people have been 

involved in Share Market and it has become an attractive topic to talk about. This project makes use of different algorithms and makes 

use of previous stock prices and news from google finance to predict whether the particular share should be bought or sold. 

 

II. PROBLEM STATEMENT 

The basic aim of the Stock market prediction and recommendation system is to design an effective and  accurate system for 

predicting stock prices in future years. As a large amount of historical data is  available, our system aims to exploit this data and 

process algorithms over the data to gain insights. Our system  will analyze the data and aim to provide accurate predictions of the 

stock prices on the basis of previous year stock data and news headlines. It also aims to recommend that users should buy or sell the 

stock according to the predictions. 

III. MOTIVATION 

A large proportion of people invest in stocks, as it acts as a good source of income, but also comes with a risk of losing invested 

money, hence it creates a fear factor. To overcome this fear and to give people an insight into the future indexes of stock, so that they 

invest more confidently in the stock market and make better decisions. This will help people avoid making decisions based on their 

emotions and influence, and help them choose practically while investing in stocks. Basically, it will help people evolve financially. 

Hence, this is the main motivation to work on this project. 

IV. IMPLEMENTATION 

      The system will be using the data analysis and news sentiment analysis together to give a better and accurate result. At first 

step, the data will be collected from yahoo finance for data analysis and it will be cleaned , similarly for the sentiment 

analysis data will be fetched from ticker finology site and it will be cleaned and bought in the format as required by the 

algorithm. We can then apply algorithms for data analysis and sentiment analysis, combining their results, we will be 

predicting stock price and recommending the user to buy or sell the stock.  
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                  Figure 4.1 System Flowchart  

 

 

  

A. Dataset Used 

The dataset for price prediction and recommendation was collected  from Yahoo Finance and Ticker Finology respectively. The 

dataset for price prediction contains everydays closing price of a share and dataset for recommendation contains headlines. The 

recommendation dataset was having irregularities and hence were removed in the data preprocessing step. Following is the snap 

of the dataset: 

 

 

 

Figure 4.2 Data for Stock Price  

 

 

 

Figure 4.3 Data for Sentiment Analysis  
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B. Dataset cleaning and pre-processing 

Since the algorithm requires proper sentences, we can’t work with symbols popping up in the  data. Hence, we need to clean the 

data before applying it on our model. So we convert it into expected format. 

 

 

Figure 4.4 Clean Data for News Headlines  

 

 

 

Figure 4.5 Clean Data for Stock Price 1 

 

      C.  LSTM 

       
In LSTM, the data will be segregated into two parts(65% training data and 35% testing data), training data will be used to train 

the model according to time step and then testing data will be used to test the accuracy. Long short-term memory (LSTM) units 

or blocks that are part of a recurrent neural network structure.[1] Recurrent neural networks use particular types of artificial 

memory processes that can help these artificial intelligence programs to more effectively emulate human thought.[1] The 

recurrent neural network uses LSTM blocks to provide context for the way the program takes inputs and generates outputs. The 

long short-term memory block is a complex unit with various components such as weighted inputs, activation functions, inputs 

from previous blocks and eventual outputs.[2] The unit is called a LSTM block because the program is using a structure founded 

on short-term memory processes to create longer-term memory.[3] 
  

Deciding the information to be thrown away is the first step of our LSTM. A sigmoid layer called the “forget gate layer” makes 

this decision. It looks at ht−1 and xt, and outputs a number between 0 and 1 for each number in the cell state Ct−1. A 1 represents 

“completely keep this” while a 0 represents “completely get rid of this.” 
ft=σ(Wf.|ht-1,x|+bf)[4]. 

 

The next step is to make the  decision about what new information is to be stored in the cell state. This consists of  two parts: 
1.  A sigmoid layer called the “input gate layer” decides which values we’ll update.  
2. A tanh layer creates a vector of new candidate values, C~t, that could be added to the state. In the following step, we’ll 

combine these two to create an update to the state. 
it=  σ(Wi.|ht-1,x|+bi) 
Ct=tanh(Wc.|ht-1,x|+bc)[4] 

 
It’s now time to update the old cell state, Ct−1, into the new cell state Ct. The previous steps already decided what to do, we 

just need to actually do it. The old state is multiplied by ft, thus  forgetting the things we decided to forget earlier. Then we add 

it∗C~t. This is the new candidate values, scaled by how much we decided to update each state value. 

 

In the case of the language model, this is where we’d actually drop the information about the old subject’s gender and add the 

new information, as we decided in the previous steps. 
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Ct = ft*Ct-1 + it*C’t[4] 
 

Old cell state Ct−1 is now updated into the new cell state Ct. The steps before this have already decided what to do, we just need 

to actually implement it. 
 

We multiply the old state by ft, forgetting the things we decided to forget earlier. Then we add it∗C~t. This is the new candidate 

values, which is scaled by the extent to which we decide to update each state value. 
 

Finally, we need to decide what we’re going to output. This output will be based on our cell state, but will be a filtered version. 

First, we run a sigmoid layer which decides what parts of the cell state we’re going to output. Then, we put the cell state through 

tanh (to push the values to be between −1 and 1) and multiply it by the output of  the sigmoid gate, so that we only output the 

parts we decided to. 
ot=  σ(Wo.|ht-1,x|+bo) 
 ht = ot*tanh(Ct) 
Data is divided into training and testing, we pass the training data into the LSTM model where it will learn the behaviour of 

data from input and output. After learning the behaviour testing data will be passed into the LSTM model and output for next 

30 days will be given also the graph with respect to price will also be given to the user. [2] 
 

 

 

Figure 4.6 Graph of LSTM 1 

 

4.7 Output for Stock Price  
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D.  Sentiment Analysis 

The Lexicon-based approach works on a predefined dictionary to score a sentences by taking the average of sentiment scores of 

all the words in the sentences.[5] The predefined sentiment lexicon should contain a word and corresponding sentiment score 

for it.[6] The negation form of vocabulary words should be added to the lexicon as individual entries, and they should be given 

higher precedence over the corresponding nonnegative terms. Simple rules can also be used to handle negation terms. There are 

several issues with this approach.[6] For instance, most of the time, in online reviews or any other online text source, the presence 

of more positive words does not ascertain the review to be positive or vice versa. In majority of the cases, it is very difficult to 

use the same lexicon for scoring documents of different domains.[7] To address this, a new set of words is added in sentiment 

lexicons based on the nature of the target domain. Research work is under progress to build domain-specific sentiment lexicons 

for specific target domains by bootstrapping from an initial smaller lexicon.[7] It involves calculating the sentiment from the 

semantic orientation of words or phrases that occur in a text. Dictionary of positive and negative words is required for this 

approach with a positive or negative sentiment value assigned to each of the words. Different approaches to creating dictionaries 

have been proposed, including manual and automatic approaches.[8] Generally speaking, in lexicon-based approaches a piece 

of text message is represented as a bag of words. From this dictionary each and every word of the sentences will be allotted a 

sentiment score within the message[6]. A combining function, such as sum or average, is applied in order to make the final 

prediction regarding the overall sentiment for the message.[8]  

 

 

Figure 5.1 Output for Sentiment Analysis 1 

5. Challenges  

In our research we discovered that there are multiple factors that affect the future stock price apart from previous prices and the 

news headlines. The other factors that are responsible for change in price are inflation, growth in GDP, money supply, C/D ratio.etc. 

These factors affect the price of stock. Apart from these there are also factors which cannot be measured or tracked such as natural 

disasters, new government policies, political environment in a country, etc. All these factors have a potential to greatly impact the 

price and thus become a great challenge for our system. 
 

6. Conclusion & Future work  

A. Conclusion 

 In this work, we are predicting stock prices using old stock prices and financial news articles from the Ticker Finology 

website. The results suggest that there is a strong relationship between stock prices and financial news articles. And Finally, We 

will predict whether buying or selling stock will be more profitable to users or not. 

B. Future work 

 Train the model with more data so as to increase the accuracy.  

 In this work, we are predicting stock prices using old stock prices and financial news articles from Yahoo Finance website.  

 The results suggest that there is a strong relationship between stock prices and financial news articles. 

 Lastly, We will predict whether buying or selling stock will be more profitable to users. 
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