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Abstract— Cross domain sentiment analysis refers to divide sentiments of people into different categories. 

Such algorithms are used by different large scale corporations, hospitality departments, etc to understand 

feelings of the people towards their product or company as a whole.  

Previously, hand written reviews were considered. But as the companies and online purchases are 

increasing, this method proved to be insufficient and tedious. Also the reviews had to be checked by a 

person, thus decreasing the efficiency and the accuracy of this method. 

Our study aims at using different machine learning, deep learning algorithms to automate the process of 

product analysis. 

The results prove that the study successfully provides an algorithm to understand and divide the sentiments 

of people into positive, negative and neutral. 
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I. INTRODUCTION 

As mentioned in the previous sections sentiment analysis is a tool in machine learning and natural language 

processing used to identify, extract, quantify and study opinion of people. With increase in sell of online 

products and online services, this method is widely used to analyze and improve the products or services of 

an organization. 

Applications of Sentiment Analysis are: 

1. Social media monitoring. 

2. Customer support 

3. Customer feedback 

4. Brand monitoring and reputation management. 

5. Voice of customer (VoC) 

6. Voice of employee 

7. Product analysis 

8. Market research and competitive research. 

 

Two main approaches are used to detect the sentiment i.e Lexicon based and Machine learning based. 

Lexicon directly uses a dictionary to identify the words that describe the words related to sentiment of 

people. The review sentences for example are scanned and the words are searched through the dictionary to 

detect the polarity. This method is easy to apply but is very time consuming and takes lot of space. The 

words in the dictionary have to be of sufficient length to actually obtain the accuracy as desired. Another 

method used is of machine learning where the data is split into training and testing data. Accordingly the 
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machine is trained such that any new data provided will be automatically categorized and classified. Now a 

days many algorithms are used which combine both these methods taking the best of the both methods. 

The main drawback can be seen when the reviews are of different domains. Different words used to 

categorize the sentiment can have different meaning in different domains. The words “long running” can 

be used as positive in electronics domain, but the same can be a negative word in other domain. This 

reduces the accuracy of the algorithm to a high extent.  

Figure 1 provides basic steps involved in sentiment classification. Steps involve data preprocessing, 

Vectorization, CNN algorithm and classification of data into positive, negative and neutral sentiments. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: Basic Steps in Sentiment Analysis 

 

 

 

The paper is divided into following sections. Next section includes basic literature survey. This section 

described and defines the algorithms that are being used in the study. These are obtained by reading and 

searching previous papers that are mentioned in the references in the last section. Next section allows 

detailed steps of the algorithm. It will also describe the convolutional neural network layers in detail.  

Further section will provide details of the experiment conducted with the results obtained in the study. 

Next sessions will include conclusion and future scope for the study. 
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II. LITERATURE SURVEY 

Different authors have already provided various algorithms for sentiment analysis in cross domain. But 

there are certain disadvantages in the algorithm such as decrease in accuracy, execution time, etc. 

Considering all these, our aim is to provide algorithm for cross domain sentiment analysis using amazon 

reviews.  

  Certain parameters are used in the study that are defined and used in the previous papers. These 

parameters are described in this session below. 
 

A. Sentiment Score 

Let AR be the set of  amazon reviews. 

Each review ar consists of WO set of words. Each word ‘wo’ will contain synset SY. Let sy be a single 
synset  

For 𝑎𝑟 ∈ 𝐴𝑅: let WO  be the words in ar. 

For 𝑠𝑦 ∈ 𝑆𝑌: let SY be set of synset of word wo. 

For a random synset syn; 

For 𝑠𝑦𝑛 ∈ 𝑆𝑌:  

       let PO be POS tags of words in WO, 

Let us denote “Positive” to positive and “Negative” to negative score assigned by SentiWordNet. It is a 
dictionary available to users, which contain scores for words.  

The value of Positive and Negative will always be between the range of 0.0 and 1.0. where 0.0 denotes 
negative score and 1.0 denotes positive score.   

    let Xp(wo,po) be positive score of word. 

    let Xn(wo,po) be negative score of word. 

The scores are defined in terms of word wo and the POS tag of synset po. 

The positive and negative scores can be defined as follows: 

                  Xp(wo, po) = 1/𝑛 ∑ 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒(𝑠𝑦𝑛)
𝑠𝑦𝑛∈𝑆𝑌

                (1) 

                 𝑋𝑛(𝑤𝑜, 𝑝𝑜) = 1/𝑛 ∑ 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒(𝑠𝑦𝑛)
𝑠𝑦𝑛∈SY

                (2) 

 

    Where n defines the total synsets of word wd. 

 

 

B. Formal Model for N-Gram Vectorization 

A set of AR amazon  reviews are given as input to the N-Gram Vectorization model.  

For ar ∈ 𝐴R and wo ∈ WO, let Nv  be the N-Gram vector. 

The N-Gram vector for the wo is denoted by Nv. It is a k dimension vector of TF-IDF values for 1 gram, 2 
gram and 3 gram of word wo respectively. Let l1, l2 and l3 be vectors containing TF-IDF values of word w 
for 1 gram, 2 gram and 3 gram respectively. The N Gram vector is given by, 

Nv (w)= {(l1+l2+l3)|l1∈ 𝑇1 ^ 

 U(w) = l1, l2 ∈ Th ^ 

B(w) = l2, l3 ∈ Tq ^  

R(w)= l3}                                                             (3)                                                     

Where total of 1 to q gives the length k and U, B and R are mapping functions. 
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III. RESEARCH STRUCTURE 

 The basic steps involved in sentiment classification are shown in Fig.1. This section further provides 
details of the process with specific algorithm used in the process. 

1.Data preprocessing involves the method to clean data to make it ready for algorithm.  

2. N-Gram vectorization is used to make the data ready for machine learning algorithms. This layer 
converts words from the reviews to vectors.   

    3. A CNN model is used to finally classify the reviews into three divisions; positive, neutral and negative. 

 

 

 

Figure 2: Architecture of the proposed system 

 

 

A. N-Gram Vectorization 

After the text is cleaned and ready, the next step is to convert the words into vectors. The study uses a 

process called N-Gram vectorization to convert the words into vectors. The method is very simple to use 

and provides good result and hence can be used for the study.  

The process converts words into a matrix. For example consider a sentence such as “Vectorization is used 

for sentiment classification”.  

Depending on the value of n, the sentence gets divided into matrix. 

When n=1 “vectorization”, “is”, “used”, “for”  

When n=2 “vectorization is”, “is used”, “used for”, “for sentiment” 

When n=3 “Vectorization is used”, “is used for”, “used for sentiment”. 

The value of n depends on the performance of the algorithm. The value cannot be low as the accuracy is 

decreased, but large value of n increases the matrix space. The number of features also depends on the 

value of n. Small n value mean less number of features which won’t determine the sentiments, but large 

number of features is not preferable as they increase the run time. 

 

   

B  Convolutional Neural Network (CNN): 

The convolutional neural network is a type of neural network that finds it’s applications where the input is 

in the form of grid like structure for example image. The inputs are arranged in such a way that that each 

pixel is arranged in the form of grids. When we see an image, each neuron in our brain extracts a certain 

feature and then these features are connected to form a complete picture. The layers of CNN are as shown 

in Fig.3. 
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Figure 3: CNN Algorithm 

 

 

 

Convolution Layer 

Convolution layer is the most important and basic layer in the CNN algorithm. Convolution is 
performed in this layer to extract features from the image. The convolution is performed on the input with 
a smaller matrix called kernel. The kernel is small in size but not in dept. If an image has 3 channels ie. 
RGB, the kernel will have the same number of channels. The kernel moves from the top left of the input 
and slides through the entire image. This produces a two dimension representation of the image called the 
activation map. 

The final output of this stage will be the activation map which combines all the features of the words in 
the review. It can be shown as follows; 

 

Figure 4: Convolution Process on Image(5x5) using kernel(3x3 ) 
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Figure 5: Activation Map Generated After Convolution Layer 

 

Pooling Layer 

The output of the convolution layer is taken as input. The pooling layer performs operation on the 
activation map. It replaces parts of the map with a summary of the nearby outputs thus reducing the size of 
the map when the dataset is large. Spatial pooling also known as subsampling or down examining, 
diminishes the dimensionality of each outline but holds the information of the data.  

 

Figure 6: Example of Pooling Layer 

 

 

Fully Connected Layer 

Fully connected layer helps in connecting all the neurons in the input and output layers, thus providing 
the output to the softmax layer for classification.. 

 

Softmax Layer 

A additional layer called softmax layer is added to the CNN algorithm. This layer classifies the text into 
three categories i.e positive, negative and neutral based on the features extracted form the previous layers  
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IV. EXPERIMENT AND RESULT 

System used for the experimentation: Intel (R) Core (TM) i5-8250 CPU @ 1.60GHz, 1800MHz, 8GB 

memory, Windows 10, MySQL 5.1 backend database and Jdk 1.8. The architecture uses web application 

tool in Eclipse and executed on Tomcat server.  

A total 2000 reviews are taken from amazon. Different domains are considered such as electronics, 

fashion, jewelry, etc.  

The sentiment score is calculated and then the sentiment results are obtained. i.e 0.0 will give a negative 

sentiment while 1.0 will indicate a positive sentiment and 0.7 describes a neutral review. The results 

obtained are shown below in this session. 

 

Review No. Reviews Sentiment Score Sentiment Result 

1 Bad product. I wanted it to return back but 

it is not returnable. Go for some other 

brands. I have been using spiriluna since 

long time but surely this is not spiriluna . 

Wastage of money. Some green leaf 

powder in the name of spirulina. Don't buy 

this product. 

0.0 Negative 

2 Good product. Price slightly on the higher 

side. 

0.7 Neutral 

3 Looks good for me. Have been using for 

the past 90 days. My immunity and 

sleeping time have improved 👍 

1.0 Positive 

4 It is nice but box could be more strong. 0.7 Neutral 

5 Good for health 

And value for money product 

1.0 Positive 

Table 1: Sentiment Classification of Amazon Reviews. [9] 

 

 

Chart 1: Performance Of The System  
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Parameter Value 

Precision 61 

Recall 66.7 

F-Measure 63.7 

TPR 61 

FPR 33.3 

Accuracy 87 
Table 2: Performance Parameter Of The Algorithm 

  

 

V. CONCLUSION 

The paper proposes an algorithm for cross domain sentiment analysis of amazon data. The algorithm is 

successfully implemented. The performance of the algorithm is checked. Different parameters are 

considered to test the algorithm. The accuracy of the system obtained is about 87%. 

 

VI. FUTURE WORK 

The application for the algorithm tested is limited to amazon reviews. Further increase in the performance 

is necessary. Further tests need to be conducted to analyze the effects of cross domain. Other methods 

based on lexicon and machine learning can be incorporated to get better results. 
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