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Abstract:  Methodologies that depend on them Deep Learning has a lot of potential for applications that produce captions or a short 

summary for images and video frames automatically. In imaging technology, image and video captioning are mentally difficult 

challenges. Automated caption development for photos and videos for human being with different levels of vision impairment; 

Among the technology fields are automatic metadata production for videos and images that can be used by online services; robot 

vision systems; and many others.in The focus of this research is on the algorithmic overlap between images and videos discerption. 

Index Terms – Caption, Image Caption, Video Caption, CNN, RNN, LSTM 

1. INTRODUCTION 

The role of image processing has been played and shall continue to be played. There are many uses, including facial recognition [4] 

and scene perception, to name a few. However, most researchers have relied on imaging techniques that performed best on static 

structures in controlled environments using advanced hardware [32][33]. Deep learning-based CNNs have had a huge effect on the 

field of image captioning in recent years, making for a lot more versatility. In the sense of deep learning, we will aim to illustrate 

recent developments in the area of image and video processing. Several researchers have shown interest in improving deep learning 

model architecture, implementations, and analysis since 2012. Deep learning science and technique have been around for many 

years, but recently, a growing amount of digital data and the use of strong graphics processing units have intensified growth of deep 

learning technology [2]. For humans, creating a descriptive scene in a picture or video clip is a crucial activity [1]. Researchers have 

been experimenting with ways to combine the science of interpreting human language with the science of automated retrieval and 

processing of data in order to create devices with this capability. Owing to the additional task of identifying the objects and behaviors 

in the image and constructing concise sentences based on the contents identified, captioning of images and videos require more 

work than recognition of image. The development of this method opens up many possibilities in a variety of application areas of 

our daily lives, such as assisting persons with vision impairments, self-driving cars, sign language processing, human-robot 

communication and interaction, and so on. So, when it comes to automatically creating sentences that describe a picture and a clip 

of video, there are usually 2 components: an encoder and a decoder. We have used CNN, RNN, and LSTM in this case. A 

convolutional Neural Network is used by the Encoder to retrieve artefacts and characteristics from an image and clip of video. A 

neural network is required for the decoder to produce a natural sentence based on the available data. 

2. Methodology  

Encoder and Decoder are two modules that are used to automatically generate natural language sentences that describe a picture 

and clip of video. Each part's architecture is described in detail here. The Encoder makes use of a convolutional Neural Network to 

extract artefacts and features from the image. A picture in a video or photograph A neural network is required for the decoder to 

produce a natural sentence. 

Convolutional Neural Network: To figure out about thousands of artefacts from a finite number of photos [1], a model with a large 

learning ability is needed. Deep learning [2], [3] describes computer models that are made up of several computing layers that are 

used to gain image-based data representations. Convolutional Neural Networks based on deep learning are used in a variety of 

applications, including image identification, Image identification is used to operate a wide range of visual functions, including 

comprehending image information. There are a number of well-known CNN models [2] focused on object recognition [4], [5], [6], 

and segmentation [7] which are widely applied to caption image and video architecture to retrieve visual details. 

Sequence models such as the recurrent neural network [8] are commonly used in speech identification, processing of natural 

language, and other fields. Machine translation [9], name entity recognition, analyzing of DNA sequence, recognizing of activity 

in video, and classification of sentiment are examples of supervised learning problems that can be addressed with sequence models. 

Long Short-Term Memory is a particular structure of  RNN that has been shown in numerous experiments to be robust and efficient 

for modelling long-range dependencies. LSTM may be used as a component of complex systems. A memory cell is a dynamic unit 

of Long Short-Term Memory. binary central unit having a set of self-connection is integrated into each memory cell [10]. as it 

contains 3 gates (forget, input, and output), LSTM has been shown to be more efficient and reliable than a standard RNN in the 
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past. Recurrent neural networks with Long Short-Term Memory could be applied to produce dynamic sequences with long-range 

structure [11], [12]. 

 

Figure 1: The encoder-decoder architecture 

Figure 1 the encoder-decoder architecture was used in the primary efforts at image captioning as a research subject. The picture is 

encoded into a function vector by a deep learning algorithm. The model of language uses the vector of input to produce sentences 

that gives description about image  

3. Image captioning 

A picture in the eyes of a person consists of various colors that are used to compose various scenes. However, most pictures are 

painted with pixels in three channels from a computer's perspective. Different types of data are trending throughout the neural 

network to construct a vector and perform different operations on the mention features. This is demonstrated that by embedding an 

input image into a fixed-length vector, CNNs could generate a great depiction of the picture that could be used for a variety of visual 

tasks such as object identification, detecting object, and segmenting objects [13]. As a result, CNNs are often used as image encoders 

in image captioning techniques based on frameworks of encoding and decoding.  Recurrent neural network gains past information 

by nonstop flow of the secret layer, which contains greater training capabilities and can outperform mining profounder linguistic 

skills such as implicit semantics and syntax info in the World Series [14]. In the hidden layer state, a RNN easily represents a 

dependent relation between various position words in historic knowledge. The encoder component of an encoder-decoder system 

for image captioning is a CNN model for retrieving features of image in the part of decoding, the machine insets the word vector 

expression into to the recurrent neural network model. Representation of every expression is done by single hot vector, which is 

then transformed into the same dimension as the image function using the word embedding model. The image captioning problem 

can be expressed as a binary (I, S) problem, Here (I) denotes single graph and S contains target words sequence, S=S1,S2, and Si 

is a word retrieved from data. The aim to train is to increase the probability approximation of target definition p(S|I) for the generated 

statement's goal and the target statement's matching more closely.  

 

Figure 2: The overall design of a CNN indicates that each Convolutional Block is made up of n Convolutional layers 
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Figure 3: Our system output for captioning 

4. Image Captioning Datasets 

1) Flickr 

More than 8000, 9000, and 30000 photographs are included in the Flickr8K, 9K, and 30K datasets, respectively. Amazon 

Mechanical Turk is used to annotate each picture with five separate sentences. The Flickr8K database primarily has images of 

humans and animals, where the Flickr30k database has images of people engaged in daily tasks. Five sentences are written for each 

picture [15], [16]. 

2) COCO 

Lin et al. [17] introduced a fresh dataset for identifying and segmentation of common items in their natural environments. The 

MSCOCO dataset comprises 25000000 labelled illustrations in 328000 images, 91 types of object with 82 of those containing 

further 5K labelled instances, and 5 captions for every photo [15], [18]. 

Video captioning  

For most people, unfolding a video in natural language is very simple, but for computers, it is difficult. It's problematic to determine 

the importance of the visual features and the adopted language model to the final definition from a methodological standpoint, so it 

is difficult to categorize the algorithms or models. 

Image captioning (as explained in Section II-A) can be applied to keyframes of the video and a minor sample of the frames within 

the keyframes to achieve video captioning (Figure 4). The encoder-decoder system used for generating photo caption generator 

could be used as video caption generator as well (Figure 1 and 5). 

 

Figure 4: key frames illustration 

The first step is to comprehend the artefacts. With deep learning models, this focuses on visual detection and retrieves the performer, 

behavior, and action’s object (for example person and activity recognition) from a clip of video. The clip of video is inserted in as 

frames’ series, which are then interpreted as photos. As a result, each clip has a set of frames which are images of input. The 

retrieved data from the video is then placed in a common function vector. The second stage receives this vector. The caption 

generation stage describes what has been retrieved in a understandable language, therefore the objects mapping found in the initial 

phase. A mixture of CNN and RNN models is amongst the most important deep learning architectures used for video captioning. 

Long-term Recurrent Convolutional Networks (LRCNs) were suggested by Donahue et al. as a model for identification of visual 

and definition that incorporates convolutional layers and long-range temporal recursion while being end-to-end trainable. Datasets, 

using BLEU as a metric of description likeness they tested the video definition method on the TACoS multivariate dataset, ranking 

the results with the bilingual evaluation understudy -4 metric. Using LSTM helps with the modelling of the video as a length of 

variable input source, which is a big plus. Though the Long Short-Term Memory outdone statistical model-based methods, this 

could not be trained from start to end [19]. Venugopalan et al. [20] made use of the S2VT system (a sequence-to-sequence method 

for converting video to text), which combines convolutional neural network and Long Short-Term Memory models. The S2VT 
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architecture encodes and decodes a series of frames into a statement. a set of frames that is decoded into a sentence, their model 

tested on dataset of YouTube, the MPII-MD dataset, and the M-VAD dataset. They compared machine-generated descriptions to 

human-generated descriptions using METEOR and BLEU. The findings indicate substantial changes in human grammar 

assessments. Language alone makes a significant contribution; thus, it is essential to concentrate on both language and visual aspects 

in order to produce better descriptions. Later approaches, such as attention processes [21], have used a similar structure. In 

comparison to previous models, deep learning has produced significantly better results, with most approaches aiming to produce 

single sentence out of  a clip of  video having single bold case. Dense captioning, on the other hand, was proposed by Krishna et al. 

[22], and It aims to detect different events in a video by combining temporal proposals of interest and describing each one in natural 

language. This model implemented a novel approach of caption generator which makes use of historical and future contextual 

details to explain all events. They used the Activity Net Captions dataset to test the model. In images, Activity Net captions turn 

sentence statements from object-centric to action-centric in clips. It is not intended to deal with the problem of one sentence 

generator. 

 

Figure 5: output for video captioning 

Zhou et al. [23] model is the most identical to Krishna et al. in terms of dense video caption generator. However, this model, which 

consists of an encoder and two decoders, suggested an end-to-end modifier model for dense video caption generator. Over the 

encoding feature, which transforms the event proposal into a computable shield to guarantee that the proposal and captioning are 

consistent during training, the captioning decoder uses a masking network to focus its attention on the proposal event. This model 

also includes a self-attention mechanism. Deep reinforcement networks, a new research field for video captioning, is another line 

of work. 

The Hierarchical Reinforcement Learning system, proposed by Wang et al. [24], aims to produce one or multiple sentences for a 

series of nonstop actions. An attention module is used for encoding as well for decoding in this model. On every metric, the novel 

HRL method outperformed all other algorithms. As a result, the HRL agent needs more focus space exploration and the use of 

features from several modalities. Ding et al. [25] introduced innovative strategies for applying long video segmentation in 2019, 

which can significantly reduce retrieval time. To increase the efficacy of video segmentation, repetitive frame of video recognition 

based on spatio-temporal interest points (STIPs) and a novel super-frame segmentation are merged. The filteblue long clip is then 

segmented superframe by superframe to locate the fascinating clip of the lengthy video. The saliency identification and LSTM 

variant network was used to translate keyframes from the most impactful segments to video captioning. Finally, in addition to the 

conventional LSTM, the focus mechanism is used to select more critical material. In this segment, we looked at a few techniques 

that were sorted chronologically based on the most recent convolutional neural network, Long Short-Term Memory, and attention-

based methods were used by them. Since they use various methods, strategies, and datasets, we won't be able to evaluate them. 

Nonetheless, thanks to the methodology, detailed datasets, and captions, consistency and accuracy improve year after year. 

 

 

 

5. Image and Video Captioning Evaluation Metrics 

1) BLEU 

Evaluation in two languages Understudy is a precision-based metric for automated machine translation assessment which relates 

well with human’s assessment and contains a little marginal cost per run [15], [26]. For nominee sentences involving comparison 

sentences, BLEU has various n-grams-based variants. 

2) METEOR 

An automated metric for evaluating translation hypotheses is Metric for Evaluation of Translation with Explicit ORdering. It is 

based on a simplified principle of unigram matching [15], [18], [27], [28] between machine-produced translations and human-

produced reference translations. 
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3) CIDEr 

Consensus-based Image Description Evaluation [29] allows for an impartial comparison of machine generation methods based on 

their human-similarity, with not making subjective decisions about how content, syntax, saliency, and other factors are weighted in 

relation to one another. CIDEr was originally designed to assess image caption generation functions, but it is now often applied in 

video caption generation  processes. 

4) ROUGE 

The content of a overview is determined by comparation it to other sum-ups formed by humans, according to Recall-Oriented 

Understudy for Gisting Evaluation [30]. ROUGE, like BLEU, has a variety of n-grams-based variants. 

5) SPICE 

Anderson et al. [31] proposed the Semantic Propositional Image Caption Generation Assessment, a new semantic assessment 

criterion that assesses how well image captions retrieve objects, features, and their relationships. In comparison to previously stated 

metrics, it coincides more with individual judgments of semantic consistency. 

Conclusion and Future Work 

Many templates for creating captions for photographs and short videos have been suggested and published in recent years. While 

these models aid in the advancement of technology, they are subject to inaccuracies due to basic limitations, limiting their use in 

real-world circumstances. Many of the earlier models used various algorithms and methodologies to handle image captioning and 

video captioning. In this paper, we used techniques for video caption generation that used image caption generation approaches as 

building blocks. As a result, the video caption generation procedure is regarded as a list of image caption summarization. For the 

reasons mentioned above, we have only concentrated on the algorithmic overlap in video and photo caption generator in this paper. 

It's difficult to compare various DP models for video and image caption generator in general. This is attributable to the element that 

computer scientist uses a variety of image datasets, criteria, classification processes, preprocessing, and structure variations, among 

other things. Despite their large variations, we formulated on the basis overlap between these approaches in this report. Many apps 

will benefit from a secure, precise, and instantaneous image and video caption generation process. Researchers are attempting to 

grant the machines eyes. Machines must first learn to see. Then they assist us with seeing more clearly. We can not only use the 

robots because of their intellect, but we will also communicate with them in areas we can only dream of. Captioning devices for 

images and videos may be an integral aspect of Assistive Technology for individuals with hearing or vision impairments. The 

captions will be used as meta-data for search engines, extending the functionality of the search engine to new heights. In certain 

implementations, captions can be used as part of suggestion processes. As previously mentioned, the latest technology for video 

and image caption generation frequently provides inaccurate captions. There is a lot of space for growth and change. Picture, video, 

and audio fusion and editing will result in more precise captions. There are audio-to-word converters on the market, and they're 

very good. Another issue with video captioning is that it is a computationally expensive task. Just really short videos (less than a 

few seconds in length) can be captioned using modern technologies. Using the next generation of GPUs and explicitly parallelizing 

algorithms (targeted at GPU computer architectures), For longer videos, We're getting closer to having hard data. Designing and 

developing a technique that allows viewers to order video captions at various levels of depth is a fantastic prospect in the field of 

video caption generation. Though, on can agree that the most basic and difficult study issue with video caption generation is that 

separate captions can be created for the same video based on different perceptions, just like two people can come up with two 

different views/descriptions after viewing the same video. We assume that by learning related topics and making the mechanism 

more engaging, we can solve this basic issue. 
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