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Abstract  
This paper addresses genetic algorithm based method to find k shortest and longest path of a graph. The k-

shortest path problem is a generalisation of the shortest path problem in graph theory. It has applications in 

areas like network routing and multi-object tracking. The longest path problem, on the other hand, is a 

generalisation of the Hamiltonian path problem. It is used in finding the critical path, among other things. 

This has applications in circuit design, planning and scheduling. The proposed genetic algorithm based 

method has been applied to both problems and the conditions which yield the maximum number of paths are 

determined. The proposed method is efficient to find out better quality path. Comparison with a traditional 

algorithm is made to judge the effectiveness of the approach  

Index terms: Graph theory, shortest paths, longest paths, NP-hard, genetic algorithm, evolutionary 

programming, computer networks, scheduling algorithms 

1. Introduction 
Graphs have application in every natural science. In computer science, graphs are used to represent 

computer networks, social media, and databases, etc.  In physics and chemistry, graphs are used to study 

molecules. Graph theory is commonly used in molecular biology and genomics to model and analyse 

datasets with complex relationships. Graph theory has applications in other areas such as social sciences and 

linguistics. 

A graph 𝐺 is a pair (𝑉, 𝐾). In a simple undirected graph, 𝑉 is a set whose elements are called vertices (or 

nodes),and 𝐸 is a set of two-sets of vertices, whose elements are called edges. The present study will be  

with simple, undirected, and weighted graphs with|𝑉| ≥ 2. Further, it will be labelled the elements of 𝑉 

using elements from the set of nonnegative integers,𝑍𝑛𝑜𝑛𝑛𝑒𝑔. In a weighted graph, there is a mapping from 

𝐸 called the weight. We will use the set of positive integers,ℤ+, as the co-domain of this mapping. A walk is 

a sequence of edges which joins a sequence of vertices. A path is a walk in which all vertices are distinct. A 

Hamiltonian path is a path that visits each vertex exactly once. The weight of a walk in a weighted graph is 

the sum of the weights of the edges in the walk. 

The shortest path problem is the problem of finding a path between two vertices (the source and the 

destination) such that the weight of the path is minimised. The k shortest path problem is the problem of 

finding additional short paths between the two vertices. To prevent unnecessary complexities, we will be 

labelling the nodes of our graph in such a way that the source node is always labelled 0.The k-shortest path 

problem has applications in network routing, multi-object tracking, power line engineering, etc. For 

example, in a network it is important to have alternate routing strategies when the shortest route is not 

feasible. 
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The Hamiltonian path problem is the problem of finding Hamiltonian paths in a graph. The longest path 

problem is a generalisation of this problem where we have a source node and a destination node, and we do 

not need to visit every vertex in the graph. It has applications in scheduling problems, among other 

things.Both the shortest path and k-shortest path problems are polynomial time. The Hamiltonian path 

problem on the other hand is NP-complete and the longest path problem is NP-hard [1].Evolutionary 

computation encompasses methods that simulate evolution. Algorithms that rely on evolutionary principles 

are called evolutionary algorithms. Evolutionary algorithms have applications in vast areas, split into five 

broad categories namely planning, design, simulation and identification, control, classification in 

[2].Genetic algorithms (GA) are a type of evolutionary algorithm first described in[3].It is the emphasis 

placed on crossover which makes GAs distinctive[2]. We evolve a population of candidate solutions 

(individuals) towards better solutions. Each individual has a set of properties (chromosomes) which can be 

mutated and altered. In our case, every individual has exactly one chromosome. 

2. Literature review 
Dijkstra’s algorithm provides the most popular classical method of finding shortest paths [4],. The Bellman-

Ford algorithm [5] is another algorithm for finding shortest paths. Both algorithms can be generalised to 

produce k-shortest paths. A. Schrijver [6] studies the history of shortest path algorithms further. When 

studying k-shortest path problem in particular, two variants are considered. In one variation, paths can visit 

the same node more than once. Using the terminology of this paper, I ought to call such “paths” walks with 

loops. In the other variation, paths are required to be simple and loop-less, these are actual paths according 

to our terminology. Classically, the loopy version is solved using Eppstein's algorithm[7].The loop-less 

variation is solvable by Yen's algorithm[8]. The proposed algorithm in this paper produces a solution to the 

loop-less variation. Further discussion may be found in [9] and [10], among others. Evolutionary 

programming approaches for shortest path problems have been studied in[11], [12], [13], [14], among 

others.  A. Y. Hamed  [11] works on the loopy variation of the problem as described above. In F. Wang, Y. 

Man and L. Man [14] paper , the approach for encoding method and associated operators guarantees that the 

resulting population never has an individual representing an invalid path, or a path with loops. However, 

their method of generating the population and applying the mutation operator can be slow. I trade-off this 

performance hit with the fact that our population can have individuals representing invalid paths. These are 

discarded when considering their inclusion in the hall of fame. Dijkstra’s[15] used longest path algorithm 

and goes into further details for efficient solutions. D. Karger, R. Motwani and G. D. Ramkumar  [16] 

approximates longest paths. H. Bhasin and N. Gupta, [17] proposes a genetic algorithm to find the longest 

paths. 

3. Solution methodology 
The proposed methodology is genetic algorithm based to solve the objectives. 

 3.1 Encoding method 

In a GA, the encoded chromosome is a solution to the problem in hand. In this algorithm, a chromosome is a 

string of vertex labels that excludes the source vertex label. In this description  ‘0’ is the source node of  this 

string of vertex labels and find the weight of the walk to the destination node, if it exists. 

 

Figure 1 A path determined by the proposed algorithm 
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                      3.1.1 Initial population 

A string containing the labels of every vertex other than the source vertex is randomly shuffled to generate 

the population. 

                    3.1.2 Crossover 

We pick a point in the given parents' chromosome (Crossover point).Nodes to the right of the point are 

swapped between the two individuals to produce the offspring. Nodes to the left of the point are kept as 

is.This is a conventionalone-point crossover. 

 
3.1.3 Mutation 

The mutation operator selects a pair of genes from the chromosome to be mutated and swaps their positions 

in the string. 

 
3.1.4  Selection 

We use tournament selection, running tournaments (selecting the individual with the best fitness) among 3 

randomly chosen elements from the previous population. Each spot in the new population is filled by 

running a tournament, the size of the population is kept constant across generations. 

 

 

3.1.5  Evaluation for finding  Shortest paths 

The source node to the chromosome is selected  and  then determine the weight of the walk formed by the 

vertices in the chromosome until the first occurrence of the destination node. If the nodes do not form a 

walk, or if the destination node is not present in the chromosome, the fitness  is set to infinity. Otherwise, 

the weight of the walk is the fitness. Individuals with infinite fitness are considered as invalid. The 

individuals are considered as valid otherwise. The objective is to minimise the fitness. 

3.1.6  Evaluation for finding  Longest paths 

The source node to the chromosome is selected  and  then determine the weight of the walk formed by the 

vertices in the chromosome until the first occurrence of the destination node. If the nodes do not form a 

walk, or if the destination node is not present in the chromosome, the fitness is set to zero. Otherwise, the 

weight of the walk is the fitness.individuals with zero fitness is considered as  invalid. The individuals are 

considered as valid otherwise. The objective is to maximise the fitness. 
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3.2  Algorithm 

 This algorithm satisfies  all the requirements while being extremely easy to implement. A set of individual 

is added  that contains the valid individuals seen throughout the generations. 

 

Proposed Genetic Algorithm 

Input: 

𝑃𝑚 ← Probability of mutation 

𝑃𝑐 ← Probability of crossover 

𝐺 ← Number of generations 

𝑃𝑠𝑖𝑧𝑒 ← Population size 

Output: 𝑆 ← Set of paths 

𝑡 ← 0 

Initialise initial population 𝑃(𝑡) 

Evaluation: Evaluate each individual in 𝑃(𝑡) 

Initialise the set𝑆 with the valid individuals from 𝑃(𝑡) 

while𝑡 ≠ 𝐺do 

 𝑡 ← 𝑡 + 1 

 Selection: Generate 𝑃(𝑡) by running𝑃𝑠𝑖𝑧𝑒 tournaments 

 while we have enough individuals do 

  Pick the first two individuals in 𝐺 as 𝐼1 and 𝐼2 

  if𝑟𝑎𝑛𝑑𝑜𝑚 𝑖𝑛 [0,1) < 𝑃𝑐do 

   Crossover: Produce two new individuals, replacing 𝐼1  and 𝐼2  in 𝐺 

  done 

  Pick the next two individuals in 𝐺  as 𝐼1  and 𝐼2 

 done 

 for𝐼 in 𝐺do 

  if𝑟𝑎𝑛𝑑𝑜𝑚 𝑖𝑛 [0,1) < 𝑃𝑚do 

   Mutation: Produce a new individual, replacing 𝐼  in 𝐺 

  done 

 done 

 Evaluation: Evaluate each individual in 𝑃(𝑡) 

 Add all valid paths from 𝑃(𝑡) to 𝑆 

Done 
 

 

4. Result and discussion  
 

 

4.1 Maximising yield 

After applying the proposed method on a Erdős–Rényi graph [18] , the result has been prepared.  

Implementation of all the algorithms was done in PYTHON. The method has been applied on the graph 

consisting of 90 nodes. All the programs have been executed on core-i3 (8th generation) machine with 6GB 

RAM and results have been reported accordingly. The probability of an edge existing between two nodes is 

 

Figure 2: Paths-Generation graph with 𝑃𝑚 as parameter (left – minimisation, right – maximisation) 
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set to 0.5, and the edges may have any weight from 1 through 50 inclusive. A population size is set to  500 

and number of  generations is set  to 20,000 .  Generation wise, number of unique paths obtained by varying  

mutation probability 𝑃𝑚 from 0.2 to 0.8  where cross over probability   𝑃𝑐 was kept fixed at 0.3. The result 

has been shown graphically in Figure 2. 
 

The behaviour was found to be consistent across different runs and higher values of 𝑃𝑚 corresponded to 

higher number of paths generated. 

Again  , number of unique paths obtained by varying  crossover  probability   𝑃𝑐 from 0.1 to 0.9  where cross 

over probability 𝑃𝑚 was kept fixed at 0.8. The result has been shown graphically in figure 3. 
 

 

The behaviour appeared significantly inconsistent across different runs. No value of 𝑃𝑐  was found to be 

better than the rest. 
 

4.2 Comparison of the shortest path variation against Yen's algorithm 

The quality of paths produced by the proposed  algorithm with the traditional Yen's algorithm used to 

determine k-shortest paths                                Figure 4.  Here,𝑃𝑚 was kept fixed at 0.8 and 𝑃𝑐at 0.3. 

 
                               Figure 4: Histogram of weights of paths obtained 

The proposed method  took higher time than  Yen's algorithm to produce the same number of paths. The quality of the 

paths produced is significantly better than the classical algorithm. 

5. Conclusion 

The paper proposed a genetic algorithm to determine the k shortest and longest paths in a simple undirected 

graph. The algorithm tries to minimise the resources needed to generate such paths. It does this by 

structuring the problem as a general GA problem. The method  is based on the principle of Darwin’s theory. 

The main philosophy is followed to Holland . The probability mutation has been varied  and variation of 

cross over probability has been done  to achieve good quality solution . Generation wise the paths have been 

observed in  every case. The quality of the paths produced  by this method is significantly better than the 

classical algorithm The solution to the longest path problem is of more interest because of the complexity of 

the problem. Worst case complexity of the proposed method is calculated by  looking at the nature of the 

 

Figure 3: Paths-Generation graph with 𝑃𝑐 as parameter (left – minimisation, right – maximisation) 
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loops. And finally  the complexity of the /algorithm is 𝑂(𝐺 × (𝑃𝑠𝑖𝑧𝑒 + 𝑃𝑐 × (𝑃𝑠𝑖𝑧𝑒 ÷ 2) + 𝑃𝑚 × 𝑃𝑠𝑖𝑧𝑒) . The 

proposed method is slower than Yen's algorithm, so this method will be modified in future to reduce 

runtime of the algorithm. 
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