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Abstract 

 In this paper, I consider the class of continuous distributions, belonging to the symmetric location 

scale family {𝐹[(𝑥 − 𝜃)/𝜎], −∞ < 𝜃 <  ∞, 𝜎 > 0}, with Pearson's measure of kurtosis 𝛽2 = 3. The study 

uses a sub class of symmetric mesokurtic distributions based on the Edgeworth expansions to the 

probability density function (p.d.f.) based on the first six moments. This paper derives the distributions of 

order statistics from such a family of distributions. Moreover, based on a sample of size n, the distribution 

of minimum, maximum and the form of their moments are also derived. The class of distributions 

considered here can be used as an alternative to the normal error in linear models and robustness studies. 

Key words-Edgeworth expansions, Hermite Polynomial, Kurtosis, Location Scale family, Order statistics, 

Robustness. 

Introduction 

 Assume that a continuous random variable X is distributed symmetric about 𝜃  and its distribution 

function (d.f.) belongs to the location scale family {𝐹[(𝑥 − 𝜃)/𝜎], −∞ < 𝜃 <  ∞, 𝜎 > 0}. Note that the 

normal distribution 𝑁(𝜃, 𝜎2), −∞ < 𝜃 <  ∞, 𝜎 > 0 belongs to this family, which has a unique place as 

error distribution in robustness studies and linear models. Various alternatives to the normal model 

distributions in the measurement error model 𝑋 =   𝜃 + 𝜖 have been considered in this context by many 

authors, where 𝜖 is a random variable with mean zero is and variance 𝜎2. For example, Box and Tiao 

(1973) considers the exponential power family in which the normal is a particular case. Various types of 

contaminated mixture models are considered in Huber (1981). Among the Pearson's family of p.d.f.'s 

normal distribution is characterized by the property that 𝛽1 = 0 and 𝛽2 = 3, where where 𝛽1 =
𝜇3

2

𝜇2
3 and  

𝛽2 =
𝜇4

𝜇2
2 , the Pearson's measure of skewness and kurtosis and  𝜇𝑘 is the kth central moment  of X. This 

property is often used in the literature in order to detect the departure of a distribution from normality. 

Various types of tests for normality have been developed based on sample skewness 𝑏1and sample kurtosis 

𝑏2 (See for example Pearson (1966) and D' Agostino and Tietjen (1973)). Kale and Sebastian (1995) 

introduced a wide class of non-normal symmetric distributions with 𝛽1 = 0 and 𝛽2 = 3 denoted by KS 

class. This class of p.d.fs is a class of mixture distributions of the form 𝐹𝛼 = 𝑎𝐻 + (1 − 𝛼)𝐺, where H is 

symmetric around 𝜃 with 𝛽2 < 3 and G is symmetric symmetric around 𝜃 with 𝛽2 > 3. They showed that 

there exists a unique 𝑎 𝜖 (0, 1) such that 𝛽2 of 𝐹𝛼 is equal to three. Further, if 𝐹𝛼 is a symmetric distribution 
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with kurtosis three, then 𝛾𝐻 + (1 − 𝛾)Φ is symmetric with 𝛽1 = 0 and 𝛽2 = 3 for all 𝛾𝜖[0, 1], where Φ is 

the distribution function of a normal. 

 In the linear model 𝑋 =   𝜃 + 𝜖, where 𝜖  follows a symmetric distribution with 𝑉(𝜖) = 𝜎2 𝛽1 = 0 

and 𝛽2 = 3  ( ie, 𝑋~ 𝐾𝑆(𝜃, 𝜎2) ) has several optimal properties as in the case of 𝜖 ~𝑁(𝜃, 𝜎2). Godambe 

and Thompson (1989) showed a semi-parametric set-up in which first four moments are known functions 

of 𝜃 and 𝜎2, the optimal estimating equation for (𝜃, 𝜎2)  based on the samples (𝑋1, 𝑋2, … , 𝑋𝑛) coincides 

with that of the likelihood equations of 𝜃 and 𝜎2 in 𝑁(𝜃, 𝜎2) whenever, 𝛽1 = 0 and 𝛽2 = 3. We know that 

�̅� =  
1

𝑛
∑ 𝑋𝑖 and 𝑆2 =  

1

𝑛−1
∑(𝑋𝑖 − �̅� )2  are UMVUEs of 𝜃 and 𝜎2  whenever, 𝑋 ~𝑁(𝜃, 𝜎2). Further, 

𝑉𝑎𝑟 (�̅�) =  
𝜎2

𝑛
 and 𝑉𝑎𝑟 (𝑆2) =  

2𝜎4

𝑛−1
. If 𝜖~ 𝐾𝑆(𝜃, 𝜎2), it can be shown that the variances of �̅�  and 𝑆2 are 

the same as that of normal case even though, they are not UMVUE's of 𝜃 and 𝜎2  respectively (James 

Kurian and Sebastian, G. (2005)).  

Distribution of order statistic 

 Consider the family of symmetric distributions introduced by Sebastian, G. and James Kurian 

(2002) of the form; 

 𝑓(𝑥) = {1 +
𝜀6

720
𝐻6(𝑥)} 𝜙(𝑥) , −∞ < 𝑥 < ∞       (1)  

where 𝜀6 is the sixth standardized cumulant which we assume to exist, 𝜙(𝑥) is the p.d.f. of a standard 

normal  and 𝐻6(𝑥) is the sixth degree Hermite polynomial given by 𝐻6(𝑥) = 𝑥6 − 15𝑥4 + 45𝑥2 − 15. 

The distribution function of the above p.d.f. is 

     𝐹(𝑥) = Φ(𝑥) +
𝜀6

720
𝐻5(𝑥) 𝜙(𝑥) , where Φ(𝑥) = ∫ 𝜙(𝑡)𝑑𝑡

𝑥

−∞
  

     = Φ(𝑥) (1 +
𝜀6

720
𝐻5(𝑥)𝑇(𝑥))  

  Hence,   1 − 𝐹(𝑥)= (1 − Φ(𝑥)) (1 −
𝜀6

720
𝑃(𝑥)𝐻5(𝑥)𝑇(𝑥))    

     where, 𝑃(𝑥) =
Φ(𝑥)

1−Φ(𝑥)
 and 𝑇(𝑥) =

𝜙(𝑥) 

Φ(𝑥)
 

𝐹(𝑦) − 𝐹(𝑥)  = (Φ(𝑦) − Φ(𝑥)) (1 +
𝜀6

720
𝜎5(𝑥, 𝑦)), where 𝜎5(𝑥, 𝑦) =  

𝐻5(𝑦)𝜙(𝑦)−𝐻5(𝑥)𝜙(𝑥)

Φ(𝑦)−Φ(𝑥)
 

Let 𝑥(𝑖) = 𝑦𝑖 (i=1,2, … ,n), then the p.d.f. of (𝑦1, 𝑦2, … , 𝑦𝑛) is 

𝑔(𝑦1, 𝑦2, … , 𝑦𝑛) = 𝑛! [∏ 𝜙(𝑦𝑖)
𝑛
𝑖=1 ] ∏ [1 +

𝜀6

720
𝐻6(𝑦𝑖)]𝑛

𝑖=1   

The distribution of the rth order statistic 𝑔𝑟(𝑟) is given by 

 𝑔𝑟(𝑟) =
𝑛!

(𝑟−1)!(𝑛−𝑟)!
 𝑓(𝑦𝑟)[𝐹(𝑦𝑟)]𝑟−1[1 − 𝐹(𝑦𝑟)]𝑛−𝑟   (2)  

For the p.d.f. in equation (1)    

[𝐹(𝑦𝑟)]𝑟−1=[Φ(𝑦𝑟)]𝑟−1 [1 +
𝜀6

720
𝐻5(𝑦𝑟)𝑇(𝑦𝑟)]

𝑟−1

 

  ≈ [Φ(𝑦𝑟)]𝑟−1 [1 + (𝑟 − 1)
𝜀6

720
𝐻5(𝑦𝑟)𝑇(𝑦𝑟)]  and   

http://www.ijcrt.org/


www.ijcrt.org                                                    © 2021 IJCRT | Volume 9, Issue 1 January 2021 | ISSN: 2320-2882 

IJCRT2101037 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 283 
 

[1 − 𝐹(𝑦𝑟)]𝑛−𝑟=[1 − Φ(𝑦𝑟)]𝑛−𝑟 [1 −
𝜀6

720
𝐻5(𝑦𝑟)𝑇(𝑦𝑟)]

𝑛−𝑟

 

  ≈ [1 − Φ(𝑦𝑟)]𝑛−𝑟 [1 −
(𝑛−𝑟)𝜀6

720
𝑃(𝑦𝑟)𝐻5(𝑦𝑟)𝑇(𝑦𝑟)] 

Substituting the above values in equation (2) we get 

𝑔𝑟(𝑦𝑟) =
𝑛!

(𝑟−1)!(𝑛−𝑟)!
 𝜙(𝑦𝑟)[Φ(𝑦𝑟)]𝑟−1[1 − Φ(𝑦𝑟)]𝑛−𝑟 [1 + (𝑟 − 1)

𝜀6

720
𝐻5(𝑦𝑟)𝑇(𝑦𝑟)]  

       [1 −
(𝑛−𝑟)𝜀6

720
𝑃(𝑦𝑟)𝐻5(𝑦𝑟)𝑇(𝑦𝑟)]  

 = 
𝜙(𝑦𝑟)Φr−1(𝑦𝑟)(1−Φ(𝑦𝑟))

𝑛−𝑟

𝐵(𝑟,𝑛−𝑟+1)
[1 +

𝜀6

720
𝐻6(𝑦𝑟)] 

    [1 −
(𝑟−1)𝜀6

720

𝜙(𝑦𝑟)

Φ(𝑦𝑟)
𝐻5(𝑦𝑟)] [1 −

(𝑛−𝑟)𝜀6

720

𝜙(𝑦𝑟)

1−Φ(𝑦𝑟)
𝐻5(𝑦𝑟)]  

 If we denote 𝑔𝑟
(𝑁)(𝑦) =

𝜙(𝑦)Φr−1(𝑦)(1−Φ(𝑦))
𝑛−𝑟

𝐵(𝑟,𝑛−𝑟+1)
 then we have 

𝑔𝑟(𝑦) = 𝑔𝑟
(𝑁)(𝑦) [1 +

𝜀6

720
𝐻6(𝑦)] 

    [1 −
(𝑟−1)𝜀6

720

𝜙(𝑦)

Φ(𝑦)
𝐻5(𝑦)] [1 −

(𝑛−𝑟)𝜀6

720

𝜙(𝑦)

1−Φ(𝑦)
𝐻5(𝑦)] 

Therefore, 

𝑔𝑟(𝑦) ≈  𝑔𝑟
(𝑁)(𝑦) [1 +

𝜀6

720
𝐻6(𝑦) +

(𝑟−1)𝜀6

720

𝜙(𝑦)

Φ(𝑦)
𝐻5(𝑦) −

(𝑛−𝑟)𝜀6

720

𝜙(𝑦)

1−Φ(𝑦)
𝐻5(𝑦)] 

Moments 

Define Ψ(𝑠, 𝛼, 𝛽, 𝛾) =  ∫ 𝑥𝑠∞

−∞
 𝜙𝛼(𝑦) Φ𝛽(𝑦)(1 − Φ(𝑦))

𝛾
𝑑𝑦 

Then the sth moment is 𝐸𝑔𝑟
(𝑁)(𝑥𝑠) =  Ψ(𝑠, 1, 𝑟 − 1, 𝑛 − 𝑟) 

Let 𝐸𝑔𝑟
(𝑥𝑡) = 𝜇𝑡|𝑟

′ , then 

𝜇𝑡|𝑟
′  = 

1

𝐵(𝑟,𝑛−𝑟+1)
[Ψ(𝑡, 1, 𝑟 − 1, 𝑛 − 𝑟) +

𝜀6

720
{Ψ(𝑡 + 6,1, 𝑟 − 1, 𝑛 − 𝑟) − 15Ψ(𝑡 + 4,1, 𝑟 − 1, 𝑛 − 𝑟) +

45Ψ(𝑡 + 2,1, 𝑟 − 1, 𝑛 − 𝑟) − 15Ψ(𝑡, 1, 𝑟 − 1, 𝑛 − 𝑟)} −
(𝑛−𝑟)𝜀6

720
{Ψ(𝑡 + 5,2, 𝑟 − 2, 𝑛 − 𝑟 − 1)} +

(𝑟−1)𝜀6

720
{Ψ(𝑡 + 5,2, 𝑟 − 2, 𝑛 − 𝑟) − 10Ψ(𝑡 + 3,2, 𝑟 − 2, 𝑛 − 𝑟) + 15Ψ(𝑡 + 1,2, 𝑟 − 2, 𝑛 − 𝑟) −

10Ψ(𝑡 + 3,2, 𝑟 − 1, 𝑛 − 𝑟 − 11) + 15Ψ(𝑡 + 1,2, 𝑟 − 1, 𝑛 − 𝑟 − 1) }]     

     (3)  

Distribution of the order statistic and its moments 

The distributions of the maximum and the minimum, based on a random sample of size n are derived 

below: 

Distribution of the maximum 

The distribution of the nth order statistic is given by  𝑔𝑛(𝑦𝑛) = 𝑛𝑓(𝑦𝑛)𝐹𝑛−1(𝑦𝑛)  

Therefore 𝑔𝑛(𝑦𝑛) = 𝑛 [1 +
𝜀6

720
𝐻6(𝑦𝑛)]  𝜙(𝑦𝑛)Φ𝑛−1(𝑦𝑛) [1 −

𝜀6

720
𝐻5(𝑦𝑛)𝑇(𝑦𝑛)]

𝑛−1
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   = 𝑛Φ𝑛−1 𝜙(𝑦𝑛) [1 −
𝜀6

720
𝐻5(𝑦𝑛)𝑇(𝑦𝑛)]

𝑛−1

[1 +
𝜀6

720
𝐻6(𝑦𝑛)] 

   ≈  𝑛Φ𝑛−1 𝜙(𝑦𝑛) [1 +
𝜀6

720
𝐻6(𝑦𝑛) +

(𝑛−1)𝜀6

720
𝐻5(𝑦𝑛)𝑇(𝑦𝑛) ] 

   = 𝑔𝑛
(𝑁)(𝑦𝑛) [1 +

𝜀6

720
𝐻6(𝑦𝑛) +

(𝑛−1)𝜀6

720

𝜙(𝑦𝑛)

Φ(𝑦𝑛)
𝐻5(𝑦𝑛)] 

Therefore, using equation (3), the tth moment is 

𝜇𝑡|𝑛
′  = 

1

𝐵(𝑟,𝑛−𝑟+1)
[Ψ(𝑡, 1, 𝑛 − 1,0) +

𝜀6

720
{Ψ(𝑡 + 6,1, 𝑛 − 1,0) − 15Ψ(𝑡 + 4,1, 𝑛 − 1,0) + 45Ψ(𝑡 +

2,1, 𝑛 − 1,0) − 15Ψ(𝑡, 1, 𝑛 − 1,0)} +
(𝑛−1)𝜀6

720
{Ψ(𝑡 + 5,2, 𝑛 − 2,0) − 10Ψ(𝑡 + 3,2, 𝑛 − 2,0) +

15Ψ(𝑡 + 1,2, 𝑛 − 2,0)] 

Distribution of the minimum 

 𝑔1(𝑦1) =  𝑛𝑓(𝑦1)(1 − 𝐹(𝑦1))
𝑛−1

  

   ≈  𝑛 𝜙(𝑦1)(1 − Φ(𝑦1))𝑛−1 [1 +
𝜀6

720
𝐻6(𝑦1) +

(𝑛−1)𝜀6

720
𝐻5(𝑦1) ] 

   = 𝑔1
(𝑁)(𝑦1) [1 +

𝜀6

720
𝐻6(𝑦1) −

(𝑛−1)𝜀6

720

𝜙(𝑦1)

1−Φ(𝑦1)
𝐻5(𝑦1)] 

Similarly tth moment 

𝜇𝑡|1
′  = 

1

𝐵(𝑛,𝑛−𝑟+1)
[Ψ(𝑡, 1,0, 𝑛 − 1) +

𝜀6

720
{Ψ(𝑡 + 6,1,0, 𝑛 − 1) − 15Ψ(𝑡 + 4,1,0, 𝑛 − 1) + 45Ψ(𝑡 +

2,1,0, 𝑛 − 1) − 15Ψ(𝑡, 1,0, 𝑛 − 1)} −
(𝑛−1)𝜀6

720
{Ψ(𝑡 + 5,2,0, 𝑛 − 2) − 10Ψ(𝑡 + 3,2,0, 𝑛 − 2) +

15Ψ(𝑡 + 1,2,0, 𝑛 − 2)] 

Characteristic function 

 Let 𝑥1, 𝑥2, … , 𝑥𝑛 be n random samples from the distribution defined by the density function (𝑥) =

{1 +
𝜀6

720
𝐻6(𝑥)} 𝜙(𝑥) , −∞ < 𝑥 < ∞, then the characteristic function 𝜙𝑥(𝑡) is  

𝜙𝑥(𝑡) = 𝐸(𝑒𝑖𝑡𝑥) = ∫ 𝑒𝑖𝑡𝑥 {1 +
𝜀6

720
𝐻6(𝑥)}

∞

−∞

𝜙(𝑥)  𝑑𝑥 

=  (1 +
𝜀6

720
 (𝑖𝑡)6) 𝑒−

𝑡2

2  

Result- If =  ∑ 𝑙𝑗𝑥𝑗
𝑛
𝑗=1  , where 𝑙1, 𝑙2, … , 𝑙𝑛 are some real constant then the characteristic function of y is  

 𝜙𝑦(𝑡) = ∏ 𝜙𝑥𝑗
(𝑙𝑗𝑡)𝑛

𝑗=1  = ∏ (1 +
𝜀6

720
𝑙𝑗

6 (𝑖𝑡)6)𝑛
𝑗=1 𝑒∑ 𝑙𝑗

2(𝑖𝑡)6𝑛
𝑗=1  

Conclusion 

 Study derived the distribution and expression for mean of order statistics from a class of symmetric 

mesokurtic distributions with kurtosis three. Functional form of the characteristic function from the above 

family distributions also derived in this study.  
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