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Abstract:  Search engines act as a vital role in information retrieval and knowledge discovery. Due to the huge amount of data on web and 

social sites it is a challenging task to find suitable information as requested by user efficiently even by using search engines. Also, the above 

frameworks specified will gather large amount of information, which could be helpful for end users in different manners yet would have 

neglected the original meaning, henceforth showing irrelevant results. In Order to reduce those problems, topic modelling plays a vital role 

in filtering data to improve efficiency in information retrieval. Topic modelling is an unsupervised machine-learning model which is one 

of the important tools for information retrieval as it plays a vital role in clustering the documents. In this modelling technique each document 

represents a set of / collection of bags of words and labelling appropriate word distributions to the defined topic is a challenging task. 

Traditional topic model such as Latent Dirichlet Allocation, which is a model that predicts topic space in a document using Dirichlet 

Distribution. The major drawbacks of LDA are that the topics are fixed and must be known before the time of running the model, Dirichlet 

topic distribution cannot capture correlations, etc. To overcome these problems, the model used Correlated Topic Modelling (CTM) to find 

the correlation between words and phrases, to speed up the processing and to increase the scalability. Correlated Topic Model (CTM) helps 

in finding the correlation between the hidden topics in the collection, and enables the construction of graphs that are related to topics 

collected and document that allow a user to go through the collection of topics in a standard manner. In this paper experimental results 

show that how CTM plays a important role than LDA in extraction of accurate information, and to enhance the optimization of the search 

query on a smaller scale and demonstrate its use as an major tool for large document collections. 

 

Index Terms - Topic Modelling, Clustering, Correlation, Latent Dirichlet Distribution 

I. INTRODUCTION 

Search engines like Google, Bing help in retrieval of information. Due to rapid increase of the data and information on the web and media it 

is quite a bit of a challenging task to find relevant information efficiently as it may or may not show relevant results [3]. Data retrieval using 

web indexes that suit various different requirements for different set of users. So, to satisfy this current framework utilize a few informational 

portrayal strategies in PC frameworks including database models, particularly online database which empowers productive data querying [1]. 

Since most of the web applications are supporting relational schema concept in retrieval of information, they do not provide any feedback to 

users. Nowadays there is a need for huge amounts of data and users are looking for efficient access to the data they require. Since applications 

contain a large number of documents, handling and retrieving information from those documents must be efficient. Almost all search engines 

use text-based searching techniques in which the query string is matched with the text in files or a database [1]. Then the results are based on 

the number of times the string has occurred, more over it does not consider the real meaning i.e. the logical meaning of the query. Automatic 

extraction of topics from a large set of documents is a primary application of knowledge extraction. It is really hard to go through a large set 

of documents, provide relevant information to the users and to provide an efficient search query. Automation of this process of information 

retrieval is very much essential so that the algorithm reads through the text documents and automatically generates topics by considering the 

logical meaning of the topics [9]. This will enhance the results of search queries in search engines. Topic modelling is an unaided AI strategy 

which is equipped for examining a lot of records, recognizing words and expression designs inside them, and consequently bunching word 

gatherings and comparable articulations that best portray a lot of reports. Vector analysis utilized in the calculations encourages the web 

indexes to store or recover information dependent on points and their connections [2]. An investigation of the words related around a specific 

point assists with revealing the fundamental or significant subject of that report. Latent Dirichlet Allocation is a Bayesian rendition of PLSA 

[11]. Specifically, it utilizes Dirichlet priors for the record subject and word-theme circulations, fitting better speculation. The significant 

downsides of LDA are Fixed K, Uncorrelated points (Dirichlet theme dissemination cannot catch relationships), Non-progressive, Static, 

Bag of words and Unsupervised [2]. Correlated Topic Modeling for content or other discrete information that models connection between 

the event of various themes in an archive.  Correlated Topic Model (CTM), which explicitly considers the correlation between the latent 

topics in the collection, and enables the user to construct topic graphs and document browsers that allow a user to navigate through the 

collection of topics in a guided manner. 

http://www.ijcrt.org/


www.ijcrt.org                                                                      © 2020 IJCRT | Volume 8, Issue 5 May 2020 | ISSN: 2320-28820 

 

IJCRT2005392 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 3003 
 

II. RELATED WORK: CORRELATED TOPIC MODELLING 

Correlated topic modelling helps in documenting set of hidden topics; each topic is extracted from the bag of words which in turn represents 

the sorted words (by removing the stop words, adjectives and finding out similar synonyms from the dictionary or vocabulary V). The below 

figure 1 illustrates the block diagram of correlated topic model along with the notations which represents each and every variable used in this 

document. Consider a given set of documents as A which represents the number of documents taken as input to the model for performing the 

topic modelling and extracting latent topic from those considered documents [5].  

  

 

 

 

 

 

 

Fig 1: Block diagram of CTM 

 

For the document A, number of latent topics L, (L x L) covariance matrix to implement correlation topic modelling. Taking an example of 

LDA model to find the probability between the topics generated from the bag of words [4]. Here, in CTM model provision is given to find 

the correlation between the hidden topics L with an additional feature of finding out the synonyms from the dictionary considered. Below, 

table 1 describes the different annotations used in this paper which is related to the document [13].  

 

Table 1: Annotations for CTM 

 

                                                     
 

As described above, for each document A, extract latent topics L from all the document A [7]. Later, tokenize each and every word from the 

vocabulary and remove the words which is un-necessary by using stop words [6]. Then denote the words Ya,n using a predefined vocabulary 

and generate a Covariance matrix Σ. Words with associated count is generated, then find the probability P between the topics and also find 

the correlation between them. 

III. PROPOSED METHODOLOGY 

In this section, the proposed methodology is been described to extract topics from the documents collected from the users on which LDA 

and CTM has to be performed.     

Collection of Data 

First and the foremost thing, collect huge set of documents from the users where it is difficult to read between the documents and extract 

information. The data collected can be of any format (e.g. .pdf, .xlsx) and can be of any huge data set. The data can be collected either by 

manually or by using the concept of web crawling. By using the crawling technique, data can be extracted from any social media platform 

and can consist of any sort of information later on for which the documents A has to be analyzed. 

 Load the documents A on which topic modelling has to be performed.  

Pre-Processing of Data 

 Before passing data to the trained model, perform some data preprocessing where cleaning of the data has to be taken care of. Raw 
data collected from either manually or by web-crawling will have to reduce noise. Firstly, remove unwanted words from the document 
and this is done by tokenizing words from the document i.e. splitting each and every word in the document and adding it to the list 
or bag. By doing this it is helpful to segregate each and every word. 

 After tokenizing, the next step is to remove unwanted characters from the document (characters – symbols of any form) and this can 
be achieved by removing single character from the document. 

 The next step is to remove unwanted words by removing Stop Words, i.e. removing words like the, is, as but, etc. Since these words 
do not deliver any meaning to the sentence and cannot be considered for the topic collection as well. 

 Using an online vocabulary V, decide what type of words to be considered for our model. Eliminate the words that are adjective, 
preposition, verbs, pronouns, etc. by considering the parts-of-speech library based on the level of efficiency required to the user as 
this can be varied every time based on the requirement. 

 From the document A extract a bag of n words, which can be considered as a bag of n topics, where each and every word is considered 
as one topic which is compared from the vocabulary V. The bag of words consists of n topics considered from the document a which 
is denoted as NA. 
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  In this paper, a small change incorporated for better efficiency is - After considering the words from the parts of speech library to 
make it much more efficient try to barge in the topics L with word synonyms S. From the topics/words considered, for each and 
every word from the bag extract the synonyms because any two words can have same/similar meaning [12]. By doing so, this can 
reduce the number of words with similar meaning and replace them with their original meaning and extract topics much more 
efficiently (L – latent topics). After performing each and every task a set of words with topics and each word is considered as a topic 
B a,n from the document A till the nth word Ya,n.    

Model 

A pre trained model is used where the pre-processed data is passed into the model appropriately so as to get better and efficient results. 

Before doing that there are few prerequisites that has to meet before passing the data into the model.  

 Once the topics are generated then prepare a term document matrix as each document is associated with set of topic proportion θ a. 

 A pre-trained model αL consists of L topics which specifies each word distribution for a topic. 

 From the term document matrix, the next step is to remove the repetition of topics from the bag of words considered. But before 
removing take a FLAG variable such that to match words whenever there is repetition of words 

 Suppose, if words have a similar meaning then replace the original word with its synonym to get the count accurately. By doing so, 
our model can be much more efficient and get efficient topics which is relatable to the documents considered. A FLAG variable is 
used to match the words with repetition as well as match the words with their appropriate synonyms. This is an effective and 
improvisation which is noticeable and implemented in this paper.  

 Once replacing of words with their actual synonyms is done, and before removing the repeated words take the count of words which 
is repeated in the document 

 By having a L*L covariance matrix - Σ and by means of natural parameterization δ a i.e. topic distribution per document δ = log(θi/θL) 
and count of words generate the probability for the topics L.  

 Since the document is huge there will be a greater number of topics generated. So, in order to reduce it further and get better results 
finding out the correlation between the topics is necessary and consider topics which have the higher probability comparatively.  

 The below mathematical equation describes the overview of what will be performed throughout the course of extracting topics from 
a predefined model. Firstly, find out the probability between the words and then find the correlation between them. The topics from 
the set of huge number of documents is generated when passed through the model.  

 

C (P (θ 1: a, B 1: a, α 1: L, Σ | A; γ 1: a, δ 1: a)) 

Finally, now there are number of topics which represents the different documents that was passed through the model. By doing so, it will 

help to describe based on what topic the discussion is made in the entire document which makes tasks much easier and for better 

understanding. 

IV. RESULT 

The two data sets considered here is a random data/ document one of which consist information about Computer networks which is in a .PDF 

format and the other one is a random data set which consist information about title and authors which is a .xlsx format. When either of the 

data is passed to the model, a set of topics is generated which represents the entire document set. Firstly, let us consider a sample data which 

consist of information about computer networks and see the acquired result. The below table shows the sample data which was tokenized, 

filtered using parts of speech tags and with the help of online dictionary generating synonyms respectively which was considered for analysis 

at the later part. 

 

 

 

 

 

 

Table 2: Synonyms for the tokenized words 

 

 

 

 

 

 

 

 

 

 

 

 

 

This will enhance the output when passed through a model with high classified words and in return get topic similarity much related to the 

document. Next step is when the words are retrieved with their synonyms – it’s just that have to take the count of each and every word, find 

Word Synonyms 

computer computer Computing 

machine 

Computing 

device 

network network web net 

group grouping radical Chemical 

group 

communication communicating   

protocols protocol Communicat

ions 
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the probability between the words and remove the words which is repeated. The below image shows the values which is considered after 

preprocessing or cleaning the dataset and those values which has to be passed through the model. 

 

 
Fig 2: Output of the data after Data-Preprocessing 

  

Finally, when the data is passed through the model, words associated to a particular topic is generated, to improve the output - control the 

number of times the model to be executed and occurrences as well. The below table shows the final result of words associated to a particular 

topic proportion for a particular document. 

 

Table 3: Words associated to Topics (CTM model) 

 

No. Topic and Correlation Associated 

1 (0, '0.243*"network" + 0.038*"computer" + 

0.033*"information"') 

2 (1, '0.060*"nodes" + 0.047*"example" + 

0.034*"link"') 

3 (2, '0.085*"overlay" + 0.050*"networks" + 

0.050*"data"') 

 

The below graph represents the topics along with their probabilities (probability on the y axis and names on the x axis).                                                                                              

 

 
Fig 3: Graph (names * probability) 

Now, consider the second scenario of data where it consists of title and author names when passed through the model will find the correlation 

between the topics and plot a graph accordingly. The values considered here are manually done by considering the values with higher 

correlation values accordingly. The below graph shows the topics and correlation values associated with it. 
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Fig 4: Graph - topics and correlation 

 

After finding the correlation between the topics, those topics are considered with higher correlation values. The below table shoes the topics 

considered after passing the values through the CTM model. 

 

Table 4: Terms with correlation 

 

Topics Correlation 

Branch 11.8 

Child 8.8 

Day 29.4 

Claim 14.7 

  

 

The result is in turn helpful to analyze document when the data considered is very large. The similar functionality goes well with the search 

engines. When a key word is searched using either Google, Bing, etc. it has to scan all the documents i.e. millions of record set. Topic 

modelling comes into picture at that particular moment where topic proportions are considered and based on the topic ranking is done with 

highest probability and correlation and then the result is displayed. To enhance this feature synonyms and parts of speech tags are added for 

better results and later correlation is considered as well. 

 

V. Conclusion 

Search engines like Google, Bing use topic modelling (LDA) but implementing CTM which is an improvised version of LDA helps to 

retrieve word synonyms and with the help of parts of speech, topics can be extracted and perform a correlativity between them such that 

the topics generated are much more efficient and represent the document in a much efficient manner. Henceforth search engines must use 

CTM with parts of speech (vocabulary) and their respective synonyms and then find the correlation between the topics which is a enhanced 

feature for better results. By doing so when a key word is searched using the above frameworks search which is not related to the topic and 

their meaning does not appear. This will show better results when a key word is searched. CTM with POS and synonyms (vocabulary) 

perform much better comparatively than the LDA model. Thus, the algorithm specified in this paper will help in improvising the 

performance and efficiency in search engines. 
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